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Natural language processing for computer-mediated communication
and social media discourse: (still) a challenging task

Over the past decade, there has been a growing interest in collecting, processing and
analyzing data from genres of social media and computer-mediated communication
(CMC) and social media interactions such as chats, blogs, forums, tweets, newsgroups,
messaging applications (SMS, WhatsApp), interactions on social network sites and on
wiki talk pages: As part of large corpora which crawled from the web, CMC data are
often regarded as an unloved bycatch that proves for linguistic annotation by means of
standard natural language processing (NLP) tools that are optimized for edited text; on
the other hand, the existence of CMC data in web corpora is relevant for all research
and application contexts which require data sets that represent the full diversity of
genres and linguistic variation on the web. For corpus-based variational linguistics,
CMC discourse is an important resource that closes the “CMC gap” in corpora of
contemporary written language and language-in-interaction. With a considerable part
of contemporary everyday communication being mediated through CMC technologies,
up-to-date investigations of language change and linguistic variation need to be able to
include CMC discourse in their empirical analyses.

The goal of the NLP4CMC workshops which are organized by the special interest
group social media / internet-based communication of the German Society for Language
Technology and Computational Linguistics (GSCL) is to provide a platform for the
presentation of results and the discussion of ongoing work in adapting NLP tools for
processing CMC data and in using NLP solutions for building and annotating social
media corpora. The main focus of the workshops is on German data, but submissions
on NLP approaches, annotation experiments and CMC corpus projects for data of other
European languages are also welcome.

The 1st workshop was held in September 2014 at KONVENS at the University of
Hildesheim.1 The 2nd workshop was held in September 2015 at the GSCL Conference
at the University of Duisburg–Essen.2 This volume presents proceedings of the 3rd
workshop which was held in September 2016 at KONVENS at the Ruhr-University

1Workshop Proceedings of the 12th Edition of the Konvens Conference. Hildesheim, Germany, Octo-
ber 8–10, 2014. Hildesheim: Universitätsverlag. http://www.uni-hildesheim.de/konvens2014/data/
konvens2014-workshop-proceedings.pdf

2Proceedings of the 2nd Workshop on Natural Language Processing for Computer-Mediated Communication /
Social Media (NLP4CMC 2015). Essen. http://sites.google.com/site/nlp4cmc2015/NLP4CMC-2015.pdf?
attredirects=0&d=1

iii

http://www.uni-hildesheim.de/konvens2014/data/ konvens2014-workshop-proceedings.pdf
http://www.uni-hildesheim.de/konvens2014/data/ konvens2014-workshop-proceedings.pdf
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Bochum. Besides three individual papers the workshop included a round table on the
results of EmpiriST, a community shared task on the automatic linguistic annotation of
CMC and web corpora.3 The goal of the round table was to identify perspectives for
future work in adapting tools for tokenization and part-of-speech tagging for processing
and annotating written CMC discourse.

We thank all colleagues who have contributed to the workshop with their talks and
discussions.

Duisburg and Essen, September 2016
Michael Beißwenger
Michael Wojatzki
Torsten Zesch

3Proceedings of the 10th Web as Corpus Workshop (WAC-X) and the EmpiriST Shared Task. Stroudsburg: Association
for Computational Linguistics (ACL Anthology W16-26). http://aclweb.org/anthology/W16-26
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A Discourse-structured Blog Corpus for German: 

Challenges of Compilation and Annotation 

 

 

  

Abstract 

The present paper reports the first results of 

the compilation and annotation of a blog 

corpus for German. The main aim of the 

project is the representation of the blog dis-

course structure and relations between its 

elements (blog posts, comments) and partic-

ipants (bloggers, commentators). The data 

included in the corpus were manually col-

lected from the scientific blog portal 

SciLogs. The feature catalogue for the cor-

pus annotation includes three types of in-

formation which is directly or indirectly 

provided in the blog or can be construed by 

means of statistical analysis or computa-

tional tools. At this point, only directly 

available information (e.g., title of the blog 

post, name of the blogger etc.) has been an-

notated. We believe, our blog corpus can be 

of interest for the general study of blog 

structure or related research questions as 

well as for the development of NLP meth-

ods and techniques (e.g. for authorship de-

tection). 

1 Introduction 

In our opinion, two views on computer-mediated 

communication (CMC) – linguistic and structural 

– have so far been established. According to the 

linguistic view, the language of CMC represents 

a distinct type of language form besides written 

and spoken language. Moreover, it combines 

characteristics of these two traditional language 

forms thus constituting a bridge between them. 

The structural view in its turn concentrates on 

building up of CMC. Two different kinds of 

CMC structure can be distinguished – external 

and internal. External structure relates to the rep-

resentation, or layout, of CMC by means of 

HTML mark-up language. External structure of 

the most blogs includes for example a header 

(title), content, a footer (contact information) and 

a sidebar (site navigation). Internal structure in 

its turn relates to the generic structure of the 

CMC content. It describes a set of structural el-

ements (e.g., post, comment, thread, word cloud 

etc.), properties and principles a CMC is con-

structed of and built on to function as a holistic 

construct and to match its purpose.  

The identification of the full spectrum of 

CMC characteristics – linguistic or structural – 

still faces some major challenges primarily as a 

result of lacking valid annotated data. Storrer 

(2014: 189) claims that for this purpose a special 

– third - kind of corpus besides the written and 

spoken corpora is needed. She also adds that ap-

propriate standards, methods and quality criteria 

for the study of CMC are crucially important as 

well.  

In the present study, the structural nature of 

the weblog (henceforth blog) as a representative 

genre of CMC is of interest. We describe the 

genre blog as a dynamic, “living” construct of 

interrelated and interacting elements. The dy-

namics of a blog arise from its constant expan-

sion as a result of ever more comments and blog 

posts as well as on the account of new blog par-
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ticipants. Additionally, the author of the blog 

(henceforth blogger) can edit his post any time 

and add new information on request. The interre-

latedness and interaction between elements (blog 

post, comments) and agents (blogger, commenta-

tors) of the blog contribute to the dynamics of 

the blog as well.  

To demonstrate this idea, we compiled the 

first version of an annotated blog corpus in Ger-

man using the scientific blog portal SciLogs 

(SciLogs, 2016) as a data source. The corpus in-

cludes both blog posts and related comments. 

The catalogue of features for the annotation of 

the corpus is based on three types of information 

directly or indirectly available from the data 

source. The typology of information is proposed 

in Section 4.1.  

The general structure of the paper is as fol-

lows. Section 2 provides an overview of the stud-

ies related to the topic of the present project. In 

Section 3 the process of data collection is pre-

sented. Section 4 describes the main steps of the 

blog corpus annotation including annotation 

scheme. Some observed challenges for the auto-

mation of the task and possible solutions are also 

included in this section. Finally, Section 5 sum-

marizes the results of the project and outlines the 

next steps. 

2 Related Work 

Currently, there is a limited number of publicly-

available, large-scale blog corpora, which is sur-

prising given the great influence of blogs on the 

web in general. 

An example of a large-scale blog corpus is the 

German language wordpress blog corpus by Bar-

baresi and Würzner (Babaresi/Würzner, 2014). 

The corpus consists of 158,719 German word-

press blogs released under the Creative Com-

mons license. The content of the blogs is divided 

into two different parts, the blog posts and the 

blog comments. The corpus can be used for ex-

ample “to find relevant examples for lexicogra-

phy and dictionary building projects, and/or to 

test linguistic annotation chains for robustness” 

(Babaresi/Würzner, 2014). Additionally, it gives 

a good insight into a German blog language.  

Another example of a blog corpus is the bi-

lingual (German, French) corpus d’apprentissage 

INFRAL (Interculturel Franco-Allemand en 

Ligne), which is part of the LETEC (Learning 

and Teaching Corpus) (Abendroth-Timmer, 

2014). This corpus is included in the CoMeRe 

(Communication médiée par les réseaux) project, 

which “aims to build a Kernel corpus assembling 

existing corpora of different CMC […] genres 

and new corpora build on data extracted from the 

Internet” (Abendroth-Timmer, 2014). The IN-

FRAL blog corpus consists of posts and com-

ments from two groups: a group of ten franco-

phone learners of German as a foreign language 

from l’Université de Franche-Comté and a group 

of nine German-speaking learners of French as a 

foreign language from the University of Bremen 

who e.g. had to discuss various intercultural top-

ics. One task for compilation of this corpus was 

to model the structure of interactions. Every 

comment is given a reference to the ID of the 

post, but the links between the comments are not 

included. The TEI schema developed for the 

CoMeRe project – this project is also part of the 

TEI special interest group (SIG) "computer-

mediated communication" (CMC) – is an im-

portant basis for our own annotation schema. 

3 Data Collection 

So far, we have compiled a German language 

test corpus, which contains 21 blog posts and 

195 comments. The source of the data is the pre-

relaunched version of the scientific blog portal 

SciLogs (SciLogs, 2016). SciLogs is subdivided 

into different sections (BrainLogs, ChonoLogs, 

KosmoLogs, WissenLogs) where scientists and 

those interested in science can interact on differ-

ent topics. The data collection for the test corpus 

was done manually and focused on blog posts 

and comments appeared in the period of one 

week (randomly chosen week 49 of 2015). 

Moreover, we did not focus on a particular sec-

tion and extracted the blogs from different sec-

tions. 

Our next step will be to complete our corpus 

with the data appeared in 2015 considering all 

SciLogs sections. According to our current 

knowledge, the SciLogs data of 2015 includes 

about 1.200 blog posts and 12.000 comments. 

Retrieval of the blog data from the web will be 

conducted semi-automatically. For this purpose, 

an open source program HTTrack Website Copi-

er (Roche, 2016) will be used. HTTrack enables 

the download of all kinds of the website data 

stored on the server including HTML pages, im-

ages and other files to a local directory on a 

computer. After the retrieval step, the data will 

be cleaned from the noise in the data and repre-

sented in form of HTMl pages (external struc-

ture). Finally, the relevant content will be ex-

tracted from the HTML pages and annotated 
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with TEI annotation standard (internal structure) 

by using the programming language Python and 

its libraries for parsing HTML/XML files. 

4 Data Annotation 

4.1 Typology of Blog Information 

In our opinion, three types of information pro-

vided in the blog based on how the former is 

made available can be distinguished. The first 

type (type A) incorporates information which is 

directly available in the blog or from the source 

code of the blog site. In the blog post structure, it 

includes the blog post itself along with the meta 

information such as the title of the blog post, date 

of creation, the name of the blogger, the catego-

ries the entry belongs to and main keywords. In 

the structure of the comments, type A infor-

mation is represented by the total number of 

comments as well as the name of the commenta-

tor, date and comment ID. The second type (type 

B) includes information which is not directly 

available but can be inferred from type A infor-

mation, e.g. usual activity time of a commentator 

(at what time a particular commentator usually 

writes his comments). Finally, the third type 

(type C) is an interpretative information type. 

This kind of information is neither directly nor 

indirectly provided in the blog but is rather the 

result of statistical (basic statistics), linguistic 

(e.g., part-of-speeches) and discourse (e.g., topic 

identification with topic modelling) interpreta-

tion and analysis of the blog entries. The inter-

pretative information type can either be collected 

manually or by use of computational tools. 

4.2 Annotation Standard 

Up to now, no standard exists for representing 

CMC data. One option could be to design an 

XML schema for CMC from scratch, which 

would perfectly fit the needs of our project. The 

main reason as to why we are not going along 

with XML is that the schema would be idiosyn-

cratic and the corpus would not interoperate 

properly without causing difficulty with other 

resources. When searching for a standard for the 

representation of texts in digital form, one will 

take a look at the Text Encoding Initiative (TEI). 

However, none of the modules in the current ver-

sion of the TEI Guidelines (P5) can be adopted 

for our project. Fortunately, the SIG CMC group 

under the direction of Beißwenger (TU Dort-

mund) has been working on the adaption of TEI 

guidelines to the presentation of genres of CMC 

since 2012 (Beißwenger 2015). Given that no 

module for CMC is so far ready to use, we have 

started to look for schema drafts by the SIG 

CMC group and up to now, a couple of corpora 

have been released by the SIG CMC group. 

Among them are CMC genres like tweets, email, 

text chat, wiki discussions and weblogs (Chanier 

2014, Beißwenger 2013, Storrer 2015). The 

schema that is most useful for our needs, is the 

one released in 2014 by the French network Co-

MeRe (Communication médiée par les réseaux) 

(Hriba 2013). The CoMeRe schema is based on 

the previous schema draft by DeRiK 

(Beißwenger2013) and includes e.g. the metadata 

schema for CMC. But still, there is no possibility 

for representing the full structure of a blog and 

especially the related comments. Our goal is to 

take the latest schema draft provided by the SIG 

CMC (Beißwenger 2016) without changing the 

main characteristics of the schema. The status of 

that schema is that of a “core model for the rep-

resentation of CMC” (Beißwenger et al. 2012: 

6). And so we will probably need to redefine 

some elements while also introducing some new 

ones. Another possibility is to use the existing 

text structure module and investigate how many 

modifications have to be done in order the sche-

ma fits the purpose of our project. 

4.3 Some Challenges of Discourse Structure 

Annotation 

There is a number of challenging aspects which 

have to be dealt with for the task of blog corpus 

annotation. These challenges are in most cases 

the result of the particularities of the content 

management system (CMS) functionality used 

by our blog data source. Most of the challenges 

deal with the structure of the comments. As we 

are at an early stage of our project, only a limited 

number of challenges and solutions will be de-

scribed here. 

The first challenge is due to the absence of an 

editing function for the comments. The commen-

tator who edits the text of the comment creates a 

new entry which appears in the timeline as an 

autonomous comment. Thus, the comments 

structure of our blog corpus includes both origi-

nal comments and their edited versions appeared 

to the time of the data collection. Though, this 

aspect does not have an impact on the difficulty 

of the automation of the annotation task. Howev-

er, it first impacts the accuracy of the total num-

ber of distinct comments (type A information). 

Second, it creates confusing linkages in the 

comments structure.  
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The latter problem also arises as the result of the 

second challenge – the possibility that one com-

ment refers to more than one previous comment. 

Unfortunately, the CMS of our blog source does 

not offer any special options to mark or highlight 

multiple comment references. In some cases, the 

commentators use constructions such as 

[@name]* to overcome this problem. In other 

cases, an additional analysis of the comment con-

tent is required. For the purpose of the study, 

only explicit references are taken into considera-

tion. No deeper content analysis has been con-

ducted. The identification of multiple references 

and their annotation with TEI was processed au-

tomatically and then manually checked for mis-

takes in order to achieve accurate and reliable 

results. We believe that it is be less time- and 

cost-consuming than fully manual processing of 

the data. The automatic part is conducted based 

on explicit marks of multiple reference such as 

[@name]*. In the TEI blog annotation the multi-

ple references are specified by enumeration of 

the ids of their comments (<replyTo>). 

Finally, the third challenge is the task of the 

correct assignment of the comments to the level 

in the hierarchical structure of the comments. At 

present, the number of possible level assign-

ments is limited to five. All comments appearing 

after the first comment on the fifth level are 

(wrongly) assigned to the fifth level. In order to 

solve this problem, we developed a simple algo-

rithm to compute the correct level of the com-

ments. The algorithm first takes the person refer-

ence (“@name”, “[name] schrieb (engl.: wrote)” 

etc.) included in the text of the analyzed com-

ment as the input. In the case of multiple refer-

ences, only the first reference is taken into con-

sideration. The algorithm then searches back-

wards for the matches between the person refer-

ence and the name of the commentator in the 

previous comments. Through matches, level of 

the analyzed comment is computed as the sum of 

the level assignment of the comment which the 

person reference belongs to and 1. By absence of 

the references, the level of the comment is com-

puted subsequently. 

5 Summary 

The main steps conducted for the purposes of a 

scientific blog corpus compilation as well as 

challenges faced during this process were de-

scribed in the present study. The current version 

of the corpus contains 21 blog posts and 195 re-

lated comments written in the period of one 

week. We are convinced that comments are an 

essential part of a blog corpus. On their own or 

in connection with the correspondent blog post, 

they provide valuable information for processing 

diverse research questions on the language of the 

blog and its structure. For example, based on the 

name of the commentator and the time of his 

comments, we can compute at what time a par-

ticular commentator is active in the blog.  

The data for our blog corpus was manually 

collected and annotated according to the TEI 

schema drafts developed by the TEI special in-

terest group. For the annotation, three types of 

information (direct, indirect and interpretative) 

based on the availability of the latter have been 

identified. The present version of the corpus in-

cludes annotation of the first type - directly re-

trieved information (e.g., the name of the blog-

ger, title of the blog entry, the name of the com-

mentator etc.). The next objective of the project 

is an expansion and full annotation of the corpus 

as well as the automation of the data collection 

and annotation task. At the final stage of the pre-

sent project, our annotated corpus will be made 

available to the interested community to perform 

diverse kinds of research and experiments. Our 

aim is to enable the access to the corpus through 

a searchable online database. Additionally, we 

plan to make a part of the corpus to be available 

upon request. For the legal aspects of the 

SciLogs data usage and publication an external 

competent institution will be consulted. 
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Abstract

Some users of social media are spreading
racist, sexist, and otherwise hateful con-
tent. For the purpose of training a hate
speech detection system, the reliability of
the annotations is crucial, but there is no
universally agreed-upon definition. We
collected potentially hateful messages and
asked two groups of internet users to de-
termine whether they were hate speech or
not, whether they should be banned or not
and to rate their degree of offensiveness.
One of the groups was shown a definition
prior to completing the survey. We aimed
to assess whether hate speech can be an-
notated reliably, and the extent to which
existing definitions are in accordance with
subjective ratings. Our results indicate that
showing users a definition caused them to
partially align their own opinion with the
definition but did not improve reliability,
which was very low overall. We conclude
that the presence of hate speech should per-
haps not be considered a binary yes-or-no
decision, and raters need more detailed in-
structions for the annotation.

1 Introduction

Social media are sometimes used to disseminate
hateful messages. In Europe, the current surge in
hate speech has been linked to the ongoing refugee
crisis. Lawmakers and social media sites are in-
creasingly aware of the problem and are developing
approaches to deal with it, for example promising
to remove illegal messages within 24 hours after
they are reported (Titcomb, 2016).

This raises the question of how hate speech can
be detected automatically. Such an automatic detec-
tion method could be used to scan the large amount
of text generated on the internet for hateful content

and report it to the relevant authorities. It would
also make it easier for researchers to examine the
diffusion of hateful content through social media
on a large scale.

From a natural language processing perspective,
hate speech detection can be considered a classifica-
tion task: given an utterance, determine whether or
not it contains hate speech. Training a classifier re-
quires a large amount of data that is unambiguously
hate speech. This data is typically obtained by man-
ually annotating a set of texts based on whether a
certain element contains hate speech.

The reliability of the human annotations is essen-
tial, both to ensure that the algorithm can accurately
learn the characteristics of hate speech, and as an
upper bound on the expected performance (Warner
and Hirschberg, 2012; Waseem and Hovy, 2016).
As a preliminary step, six annotators rated 469
tweets. We found that agreement was very low (see
Section 3). We then carried out group discussions
to find possible reasons. They revealed that there
is considerable ambiguity in existing definitions. A
given statement may be considered hate speech or
not depending on someone’s cultural background
and personal sensibilities. The wording of the ques-
tion may also play a role.

We decided to investigate the issue of reliability
further by conducting a more comprehensive study
across a large number of annotators, which we
present in this paper.

Our contribution in this paper is threefold:

• To the best of our knowledge, this paper
presents the first attempt at compiling a Ger-
man hate speech corpus for the refugee crisis.1

• We provide an estimate of the reliability of
hate speech annotations.

• We investigate how the reliability of the anno-
tations is affected by the exact question asked.

1Available at https://github.com/UCSM-DUE/
IWG_hatespeech_public
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2 Hate Speech

For the purpose of building a classifier, Warner
and Hirschberg (2012) define hate speech as “abu-
sive speech targeting specific group characteristics,
such as ethnic origin, religion, gender, or sexual
orientation”. More recent approaches rely on lists
of guidelines such as a tweet being hate speech if
it “uses a sexist or racial slur” (Waseem and Hovy,
2016). These approaches are similar in that they
leave plenty of room for personal interpretation,
since there may be differences in what is consid-
ered offensive. For instance, while the utterance

“the refugees will live off our money” is clearly gen-
eralising and maybe unfair, it is unclear if this is
already hate speech. More precise definitions from
law are specific to certain jurisdictions and there-
fore do not capture all forms of offensive, hateful
speech, see e.g. Matsuda (1993). In practice, so-
cial media services are using their own definitions
which have been subject to adjustments over the
years (Jeong, 2016). As of June 2016, Twitter bans
hateful conduct2.

With the rise in popularity of social media, the
presence of hate speech has grown on the internet.
Posting a tweet takes little more than a working
internet connection but may be seen by users all
over the world.

Along with the presence of hate speech, its real-
life consequences are also growing. It can be a
precursor and incentive for hate crimes, and it can
be so severe that it can even be a health issue (Bur-
nap and Williams, 2014). It is also known that
hate speech does not only mirror existing opin-
ions in the reader but can also induce new negative
feelings towards its targets (Martin et al., 2013).
Hate speech has recently gained some interest as
a research topic on the one hand – e.g. (Djuric
et al., 2014; Burnap and Williams, 2014; Silva et
al., 2016) – but also as a problem to deal with in
politics such as the No Hate Speech Movement by
the Council of Europe.

The current refugee crisis has made it evident
that governments, organisations and the public
share an interest in controlling hate speech in social
media. However, there seems to be little consensus
on what hate speech actually is.

2“You may not promote violence against or directly attack
or threaten other people on the basis of race, ethnicity, national
origin, sexual orientation, gender, gender identity, religious
affiliation, age, disability, or disease. We also do not allow
accounts whose primary purpose is inciting harm towards
others on the basis of these categories.”, The Twitter Rules

3 Compiling A Hate Speech Corpus

As previously mentioned, there is no German hate
speech corpus available for our needs, especially
not for the very recent topic of the refugee crisis
in Europe. We therefore had to compile our own
corpus. We used Twitter as a source as it offers
recent comments on current events. In our study
we only considered the textual content of tweets
that contain certain keywords, ignoring those that
contain pictures or links. This section provides a
detailed description of the approach we used to
select the tweets and subsequently annotate them.

To find a large amount of hate speech on the
refugee crisis, we used 10 hashtags3 that can be
used in an insulting or offensive way. Using
these hashtags we gathered 13 766 tweets in total,
roughly dating from February to March 2016. How-
ever, these tweets contained a lot of non-textual
content which we filtered out automatically by re-
moving tweets consisting solely of links or im-
ages. We also only considered original tweets, as
retweets or replies to other tweets might only be
clearly understandable when reading both tweets
together. In addition, we removed duplicates and
near-duplicates by discarding tweets that had a nor-
malised Levenshtein edit distance smaller than .85
to an aforementioned tweet. A first inspection of
the remaining tweets indicated that not all search
terms were equally suited for our needs. The search
term #Pack (vermin or lowlife) found a potentially
large amount of hate speech not directly linked to
the refugee crisis. It was therefore discarded. As
a last step, the remaining tweets were manually
read to eliminate those which were difficult to un-
derstand or incomprehensible. After these filtering
steps, our corpus consists of 541 tweets, none of
which are duplicates, contain links or pictures, or
are retweets or replies.

As a first measurement of the frequency of hate
speech in our corpus, we personally annotated them
based on our previous expertise. The 541 tweets
were split into six parts and each part was annotated
by two out of six annotators in order to determine
if hate speech was present or not. The annotators
were rotated so that each pair of annotators only
evaluated one part. Additionally the offensiveness
of a tweet was rated on a 6-point Likert scale, the
same scale used later in the study.

3#Pack, #Aslyanten, #WehrDich, #Krimmigranten,
#Rapefugees, #Islamfaschisten, #RefugeesNotWelcome,
#Islamisierung, #AsylantenInvasion, #Scharia
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Even among researchers familiar with the defini-
tions outlined above, there was still a low level of
agreement (Krippendorff’s α = .38). This supports
our claim that a clearer definition is necessary in
order to be able to train a reliable classifier. The
low reliability could of course be explained by vary-
ing personal attitudes or backgrounds, but clearly
needs more consideration.

4 Methods

In order to assess the reliability of the hate speech
definitions on social media more comprehensively,
we developed two online surveys in a between-
subjects design. They were completed by 56 par-
ticipants in total (see Table 1). The main goal was
to examine the extent to which non-experts agree
upon their understanding of hate speech given a
diversity of social media content. We used the
Twitter definition of hateful conduct in the first sur-
vey. This definition was presented at the beginning,
and again above every tweet. The second survey
did not contain any definition. Participants were
randomly assigned one of the two surveys.

The surveys consisted of 20 tweets presented in
a random order. For each tweet, each participant
was asked three questions. Depending on the sur-
vey, participants were asked (1) to answer (yes/no)
if they considered the tweet hate speech, either
based on the definition or based on their personal
opinion. Afterwards they were asked (2) to answer
(yes/no) if the tweet should be banned from Twitter.
Participants were finally asked (3) to answer how
offensive they thought the tweet was on a 6-point
Likert scale from 1 (Not offensive at all) to 6 (Very
offensive). If they answered 4 or higher, the par-
ticipants had the option to state which particular
words they found offensive.

After the annotation of the 20 tweets, partici-
pants were asked to voluntarily answer an open
question regarding the definition of hate speech.
In the survey with the definition, they were asked
if the definition of Twitter was sufficient. In the
survey without the definition, the participants were
asked to suggest a definition themselves. Finally,
sociodemographic data were collected, including
age, gender and more specific information regard-
ing the participant’s political orientation, migration
background, and personal position regarding the
refugee situation in Europe.

The surveys were approved by the ethical com-
mittee of the Department of Computer Science and

Applied Cognitive Science of the Faculty of Engi-
neering at the University of Duisburg-Essen.

5 Preliminary Results and Discussion

Since the surveys were completed by 56 partici-
pants, they resulted in 1120 annotations. Table 1
shows some summary statistics.

Def. No def. p r
Participants 25 31
Age (mean) 33.3 30.5
Gender (% female) 43.5 58.6
Hate Speech (% yes) 32.6 40.3 .26 .15
Ban (% yes) 32.6 17.6 .01 -.32
Offensive (mean) 3.49 3.42 .55 -.08

Table 1: Summary statistics with p values and ef-
fect size estimates from WMW tests. Not all par-
ticipants chose to report their age or gender.

To assess whether the definition had any effect,
we calculated, for each participant, the percentage
of tweets they considered hate speech or suggested
to ban and their mean offensiveness rating. This
allowed us to compare the two samples for each of
the three questions. Preliminary Shapiro-Wilk tests
indicated that some of the data were not normally
distributed. We therefore used the Wilcoxon-Mann-
Whitney (WMW) test to compare the three pairs of
series. The results are reported in Table 1.

Participants who were shown the definition were
more likely to suggest to ban the tweet. In fact,
participants in group one very rarely gave differ-
ent answers to questions one and two (18 of 500
instances or 3.6%). This suggests that participants
in that group aligned their own opinion with the
definition.

We chose Krippendorff’s α to assess reliabil-
ity, a measure from content analysis, where human
coders are required to be interchangeable. There-
fore, it measures agreement instead of association,
which leaves no room for the individual predilec-
tions of coders. It can be applied to any number
of coders and to interval as well as nominal data.
(Krippendorff, 2004)

This allowed us to compare agreement between
both groups for all three questions. Figure 1 visu-
alises the results. Overall, agreement was very low,
ranging from α = .18 to .29. In contrast, for the
purpose of content analysis, Krippendorff recom-
mends a minimum of α = .80, or a minimum of
.66 for applications where some uncertainty is un-
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Figure 1: Reliability (Krippendorff’s α) for the
different groups and questions

problematic (Krippendorff, 2004). Reliability did
not consistently increase when participants were
shown a definition.

To measure the extent to which the annotations
using the Twitter definition (question one in group
one) were in accordance with participants’ opinions
(question one in group two), we calculated, for each
tweet, the percentage of participants in each group
who considered it hate speech, and then calculated
Pearson’s correlation coefficient. The two series
correlate strongly (r = .895, p < .0001), indicating
that they measure the same underlying construct.

6 Conclusion and Future Work

This paper describes the creation of our hate speech
corpus and offers first insights into the low agree-
ment among users when it comes to identifying
hateful messages. Our results imply that hate
speech is a vague concept that requires significantly
better definitions and guidelines in order to be anno-
tated reliably. Based on the present findings, we are
planning to develop a new coding scheme which in-
cludes clear-cut criteria that let people distinguish
hate speech from other content.

Researchers who are building a hate speech de-
tection system might want to collect multiple labels
for each tweet and average the results. Of course
this approach does not make the original data any
more reliable (Krippendorff, 2004). Yet, collecting
the opinions of more users gives a more detailed
picture of objective (or intersubjective) hatefulness.
For the same reason, researchers might want to con-
sider hate speech detection a regression problem,
predicting, for example, the degree of hatefulness
of a message, instead of a binary yes-or-no classifi-
cation task.

In the future, finding the characteristics that
make users consider content hateful will be use-
ful for building a model that automatically detects
hate speech and users who spread hateful content,
and for determining what makes users disseminate
hateful content.
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Towards the Harmonization and Segmentation of German Hashtags 

 

 

 

  

Abstract 
We present on-going work on the harmo-

nization and segmentation of German 

hashtags. Our aim is to reduce the num-

ber of variants of hashtags expressing the 

same content to one harmonized hashtag 

that can thus serve as a unique “annota-

tion tag” for a large set of tweets. 

1 Introduction 

When looking at hashtags used in Twitter posts 

(and probably in all social media) one can ob-

serve that one content is often expressed by vari-

ous hashtags, whereas the degree of variance be-

tween the hashtags can heavily differ. Sometimes 

only the use of lowercase vs. uppercase letters 

marks the variance, like #EM2016 vs. #em2016. 

But there are more complex variants, as shown 

by the use of abbreviations or acronyms, like for 

example #EURO2016 vs. #europeanchampion-

ship2016 or #Europameisterschaft2016. For the 

human reader, if she understands both English 

and German, the three hashtags are clearly relat-

ed to the soccer event that took place in France in 

2016. But for the machine processing of tweets 

and for supporting queries to them, it might be 

useful to formally establish this relationship. 

Both #europeanchampionship2016 and #Euro-

pameisterschaft2016 could be marked as a vari-

ant of #EURO2016 (or of #euro2016) or vice 

versa. 

While Declerck & Lendvai (2015b) describe a 

proposal for the formal representation of such 

hashtag variants, there is, at the best of our 

knowledge, not yet any implemented method for 

detecting and marking such hashtag variants in 

German tweets. 

We expect this harmonization step to also im-

prove results of queries addressed to social me-

dia, as this has already been suggested in 

(Berardi et al., 2011). 

2 Related Work 

Our investigation dealing with the harmonization 

and segmentation of German hashtag in Twitter 

posts is influenced by the work applied to 

hashtags used in English tweets (Declerck & 

Lendvai, 2015a). Kotsakos et al. (2015) are pro-

posing a very interesting approach to the filtering 

of meme-hashtags, including German hashtags, 

but the hashtags harmonization step they imple-

ment is limited to lowercasing.  

3 Use of Hashtags in German Twitter 

Texts 

An interesting aspect of hashtags in English 

posts is that they are showing a move to com-

pounding, generating more and more “glued” 

word constructions, which are not only in use in 

social media, but are also getting more popular in 

“classical” text. This is making word decomposi-

tion a more and more relevant task for the auto-

mated analysis of English.  

Now, compounding is an important feature of 

German and there exist already some segmenta-

tion algorithms for the analysis of German text.
 1
  

But we see that the “compounding” mechanisms 

applied to hashtags are showing relevant differ-

ences to the compounding rules applied to the 

generation of “normal” text. There is therefore a 

need to develop specific algorithms for the de-

composition of German hashtags. And this is 

even more necessary if one considers the fact 

that German tweets are making a large use of 

hashtags, substantially more as in English tweets, 

as this has been reported in (Weerkamp et al., 

2011) on a comparative study of Twitter texts in 

several languages. This study reveals that 14% of 

English tweets are tagged by a hashtag, whereas 

25% of German tweets include a hashtag. And 

German tweets used significantly more hashtags 

                                                 
1
 See for example (Henrich & Hinrichs, 2011). 
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than English ones: 1.9 hashtags per tweet, com-

pared to 1.4 for English tweets. 

3.1 Examples of German Hashtags 

In this section we present few examples of 

hashtags we found by just reading some German 

tweets. 

In a first case we are dealing with normal 

German words, which can simply be lowercased 

for achieving the intended harmonization:  

 
#europameisterschaft, #Euro-

pameisterschaft, #EUROPA-

MEISTERSCHAFT, #EUROPAmeis-

terschaft 

 #Europameisterschaft2016, 

#‎europameisterschaft2016‬      
 

But compared to English hashtags, we can see 

here that we have “classical” compounds within 

the hashtag, and thus no use of camelCase can 

further help for segmenting
2
. In this case we will 

use just standard segmentation algorithms for 

German. 

In a second case, we are dealing with abbrevi-

ated hashtags, which can also be lowercased:  

 
#EM2016, #em2016  

 

While those cases are straightforward candidates 

for harmonization, it is a bit more challenging to 

reduce #Europameisterschaft2016 to 

#em2016, also due to the fact that no 

camelCase is used (in this case one could relate 

“E” and “M” to “em”). For this we take ad-

vantage of the use of non-classical compound 

effects, like the addition of digits at the end of 

the hashtag. An indicator is also given by the fact 

that those distinct hashtags are sometimes used 

in the same tweet, although this is more often the 

case with the use of the #EURO2016 hashtag. 

In fact the latter hashtag can be used as a pivot 

over tweets in different languages, but we are not 

dealing with multilingual issues in this study. 

A third case is given by examples like: 

 
#StandortDeutschland 

#FußballEM2016 

 

We assume that the use of camelCase notation in 

German tweets is really an indicator of non-

                                                 
2
 The intensive use of camelCase notation in English 

hashtags was a feature helping to segment those in the 

study reported in (Declerck & Lendvai, 2015a). 

classical compounding, so that we can segment 

the hashtag here, and possibly harmonize it with 

the following sequence: #Fußball-

#Europameisterschaft 2016. The last 

example is an interesting one:  grouping two 

hashtags via a hyphen sign, which seems to be 

specific to German hashtags.  

A fourth case is given by:  

 
#Brexit-Befürworter 

#Brexit-Votum 

 

This case is very similar to #Fußball-

#Europameisterschaft with the differ-

ence that the word after the hyphen sign is not a 

hashtag. We can here harmonize to #Brexit 

– and ultimately to #brexit -- just storing the 

second word as a modifier.  

A fifth and more complicated case is:  

 
#warumeuropa 

#bestemannschaft 

#mussverscrapptwerden 

 

Those cases show examples of real chunks or 

phrases included in one hashtag. It is still not 

clear if there is any advantage in trying to seg-

ment to cases.  

4 Our Approach for Segmenting Ger-

man Hashtags 

At the current stage of our investigation we have 

been implementing solutions for the four first 

cases mentioned in the preceding section. The 

data basis for our first experiment consists of 164 

hashtag tokens just copied from some Twitter 

threads. The main topics were the 2016 European 

Championship in soccer
3
 and the Brexit

4
.  For 

now, we want to test some few algorithms on this 

small data set. In a next step we will apply and 

evaluate the algorithms to larger corpora. 

Below we display two charts showing first the 

10 most frequent hashtags in our small data set 

before any segmentation and harmonization 

steps. The second chart shows the frequency of 

hashtags or words that result from the application 

of the current version of our segmentation and 

harmonization process to our data set.  
 

 

                                                 
3
 https://en.wikipedia.org/wiki/UEFA_Euro_2016 

4
 https://en.wikipedia.org/wiki/Brexit 
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We observe some significant changes in the 

ranking, so that in the second chart the term 

“brexit” is now the second in frequency (we had 

in the original data set both #Brexit” and “#brex-

it” as standalone hashtags but also compounds 

like “#Brexit-Befürworter” or “BrexitVote”). 

Interesting is also the emergence of the term 

“meisterschaft”, which was not appearing as a 

standalone hashtag in the original collection. But 

as in this case they were some examples of 

camelCase notation, the term “meisterschaft” has 

been extracted by the algorithms.  

We also observe the rise of frequency for the 

harmonized hashtag “europameisterschaft”.  This 

is not only resulting from the addition of the fre-

quency of the uppercase term “Europameister-

schaft”, but also to an acronym resolution step 

linking “em” to “europameisterschaft” (and 

“EM” to “Europameisteschaft”).  As a conse-

quence, the hashtags “#em” and “#EM” are de-

leted from the ranking list, and other topics are 

now visible in this list.  It is for now not clear 

which hashtag should be selected as the harmo-

nized one: we expect the application scenarios to 

specify this point.  

We are currently analyzing those first results, 

while we immediately see that we have to mark 

the context or the domain in which “europa” or 

“meisterschaft” are occurring. The same is valid 

for “brexit”. This aspect is relevant for queries: 

we aim at suggesting this context to the users 

submitting the queries. 

We are currently working on processing also 

the hashtags containing numerical and other spe-

cial symbols and extending the investigation to a 

larger selection of hashtags, also in the full con-

text of the tweets they are occurring in.  
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