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Global Supply and Demand Within a  
VAR GARCH-In-Mean Framework

Abstract
This paper reinvestigates the influence of oil price uncertainty on real economic activity 
in the U.S. using a four-variable VAR, GARCH-in-mean, asymmetric BEKK model. 
In contrast to previous studies in this area, the analysis focuses on business cycle 
fluctuations and we control for global supply and demand factors that might affect 
the real price of oil, its volatility as well as the U.S. economy. We find that – even 
after accounting for these factors – oil price uncertainty still has a highly significant 
negative influence on the U.S. business cycle. Our computations show that the effect 
is economically important during several periods, mostly after a significant variance 
shift in the mid-1980s. We simultaneously estimate the effect on the global business 
cycle, but find that it is comparatively weak. A battery of robustness checks confirms 
these results. Finally, significant spillover effects in the GARCH model suggest that oil 
price volatility is a gauge and channel of transmission of more general macroeconomic 
shocks and uncertainty. These linkages are particularly strong in case of unexpected 
bad news.
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1. Introduction 
More than thirty years ago, Hamilton (1983) first pointed out that the majority of United States post-
war recessions had been preceded by strong oil price increases. According to today’s literature, there 
are indeed several direct and indirect channels of transmission through which oil price changes might 
affect economic activity.2 The influence of oil price uncertainty, for example, suggests a non-linear and 
asymmetric relationship between the two. Measuring such effects, however, is still an important issue 
in modern-day macroeconometrics. This paper re-examines the importance of the uncertainty channel, 
while accounting for global supply and demand factors that might not only drive the real price of oil 
and its volatility, but also influence the U.S. business cycle. 

Based on the theory of real options developed by Bernanke (1983), Pindyck (1991) and Bloom (2009), 
amongst others, it is expected that oil price uncertainty has a negative effect on firms’ investment and 
production. Once a firm faces an investment decision where a significant part of a project’s initial costs 
is irreversible, rising uncertainty about its returns makes it increasingly attractive to postpone the 
decision until new information arrives. Bernanke (1983) argues that when the uncertainty relates to 
important macroeconomic factors, such as energy prices, many firms might be subject to the 
uncertainty effect at the same time, leading to a reduction of aggregate demand for investment goods 
and a corresponding economic downturn. Once the uncertainty dissipates, however, the reactivation 
of unused capacities will cause a “boom” in aggregate investment. In this way, the uncertainty effect 
might explain business cycle fluctuations. Furthermore, this mechanism may not only play a role in 
investment but in all economic decisions with a certain degree of irreversibility, such as hiring or the 
purchase of consumer durables (see, e.g., Edelstein and Kilian 2009). Bloom (2009) shows that surges 
in macroeconomic uncertainty – including the ones related to oil price shocks – cause a sharp decline 
and rebound in output, employment and productivity within just six months after the initial shock. 

The first attempts to measure the direct influence of oil price uncertainty on U.S. economic activity 
empirically were conducted by Ferderer (1996), and Guo and Kliesen (2005). Both studies find a 
significant negative effect on different macroeconomic variables. However, they both also suffer from 
a certain degree of inconsistency, as they implicitly treat oil prices and oil price volatility as exogenous 
to the U.S. economy (cf. Jo 2014, p. 1114). In an important contribution, Elder and Serletis (2010) were 
able to overcome this problem by using a structural VAR model with GARCH-in-mean errors. The two 
main advantages of this framework are i) that all parameters are estimated simultaneously and ii) that 
the proxy for oil price uncertainty is generated in a consistent manner using the model’s internal 
information. In their baseline setup, the authors estimate a bivariate model with quarterly data from 
1975Q2 to 2008Q1 and find that real oil price volatility has had an economically important adverse 
impact on U.S. GDP growth. Since then, using the VAR GARCH-in-mean framework in such analysis has 
become popular. Several other studies confirm that oil price uncertainty significantly depresses 
economic activity in the U.S. and the rest of the G7. Elder and Serletis (2011) and Bredin et al. (2011), 
for instance, use a four-variable model that also includes measures for inflation and interest rates. 
Rahman and Serletis (2011, 2012) not only control for the influence of economic growth uncertainty 
by relaxing questionable zero-restrictions maintained by earlier studies, but also show that there are 
significant asymmetries in the reactions of the uncertainty measures depending on whether the 
relevant mean innovation is associated with good news or bad news. Finally, Pinno and Serletis (2013) 
confirm the detrimental influence of oil price uncertainty at the sector level and also find that the 
effect was generally weaker in a 1980s sample than in the 1990s or 2000s. 

                                                             
2 See Kilian (2014) for a well-written overview. 
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Another branch of the literature has focused on the idea that the time-varying effects of oil price 
changes can be explained by differences in the underlying shocks to the global oil market. Barsky and 
Kilian (2002, 2004) were the first to challenge the, up to this point, common view that oil prices are 
mostly driven by political events in the Middle East and, hence, can be treated as exogenous with 
respect to the economy. Instead, they argue, prices are determined by the interplay of global supply 
and demand for crude oil, which both also contain endogenous components. Estimating an empirical 
model of the global oil market, Kilian (2009) finds that global aggregate demand shocks are much more 
important than previously thought.3 He further documents that the effects of an oil price rise on the 
U.S. economy may vary substantially depending on whether the rise was caused by a positive demand 
or negative supply shock. One explanation might be that specifically global demand shocks influence 
the U.S. both directly via the demand for goods and services, for instance, and indirectly via their 
impact on the oil price. As a consequence, not accounting for global oil market forces might lead to 
imprecise and unstable conclusions when studying the effects of oil price changes on country-specific 
variables. By now, a number of follow-up studies seem to confirm this view.4 

To our best knowledge, however, all studies using the VAR GARCH-in-mean methodology to analyse 
the effects of oil price uncertainty have so far treated the oil price and national economic activity as 
exogenous with respect to the global business cycle and the global supply of crude oil.5 Therefore, their 
results may be subject to an omitted variable bias, which leads to an overestimation of the uncertainty 
effect. If, for example, oil price uncertainty is on average higher during a global recession, not 
accounting for the influence of weakening global demand might attribute too large of a portion of the 
following decline in U.S. activity to oil price volatility. 

Thus far, only a study by Jo (2014) sheds – at least in part – some light on this issue. The author builds 
on the work by Kilian (2009) and estimates a Bayesian VAR of the global oil market with quarterly data 
from 1958Q2 to 2008Q3. She models oil price uncertainty as a stochastic volatility process that is 
driven by random, exogenous volatility shocks uncorrelated to changes in the variables’ means. Jo 
(2014) confirms a significant negative effect of oil price uncertainty on global economic growth. 
Substituting her global activity measure with U.S. GDP growth, though, she finds a much weaker 
influence on the U.S. economy compared to the previous results of Elder and Serletis (2010). However, 
the three-variable model does still not account for the influence of global demand on the U.S. economy, 
which – according to the relevant literature – is likely to be important. Furthermore, it does not control 
for other uncertainty influences, such as uncertainty about GDP itself, for instance, as Jo (2014) 
imposes zero-restrictions on all but one of the elements in the relevant coefficient matrix. 

This paper builds on the existing empirical literature by utilising a VAR GARCH-in-mean model to 
investigate the influence of oil price uncertainty on U.S. and global economic activity. Like other studies 
in this area, we define the conditional standard deviation of the one-period-ahead forecast error of 
the change in the real oil price as our uncertainty proxy. However, our approach differs from previous 
work with respect to several important aspects: 

                                                             
3 Kilian (2009) uses a proxy of the global business cycle to capture shifts in global aggregate demand for crude 
oil. In this regard, our study goes in a similar direction. Hence, keep in mind that, whenever we are discussing 
global business cycle fluctuations in the remainder of this paper, we are also implicitly referring to global oil 
demand, and vice versa. 
4 See, for example, Kilian and Park (2009), Fukunaga et al. (2011), Lippi and Nobili (2012), and Carstensen et al. 
(2013). 
5 Caporale et al. (2014) estimate the influence of oil price uncertainty on sectoral stock returns in China and allow 
for the effect to depend on whether a certain time period is dominated by any of the three structural shocks 
identified by Kilian (2009). They implement this by including slope dummys in the mean equation of the stock 
returns. 
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Most notably, this study accounts for the influence of changes in global demand and supply of crude 
oil on the first and second moment of the real oil price and U.S. economic activity. Following Kilian 
(2009) and others, we estimate a four-variable model that not only includes the growth rate of the real 
oil price and a measure of U.S. economic activity, but also the change of global crude oil production 
and a proxy for the global business cycle. This allows us to re-examine the influence of oil price 
uncertainty on the U.S. economy with a model that is less likely to suffer from omitted variables bias. 
Also, conditioning on the additional information contained in the global oil market variables most likely 
helps us to obtain a more precise measure of oil price uncertainty – cf. Elder and Serletis (2011, p. 385). 

Beyond that, we improve the model’s specification in a number of other ways. Following Rahman and 
Serletis (2011, 2012), the conditional covariance process is governed by a BEKK model that allows for 
cross-influences of shocks, volatility spillovers, and asymmetric reactions to positive and negative 
innovations. Therefore, we utilise one of the most general multivariate GARCH models in the literature. 
Moreover, this gives us the opportunity to learn more about oil price uncertainty by analysing which 
of our model’s variables drives oil price volatility and under what circumstances. Furthermore, 
influenced by the observations of Baumeister and Peersman (2013), the results of Pinno and Serletis 
(2013), and the advent of the “Great Moderation”, our model accounts for a one-time structural 
change in the mid-1980s of the otherwise constant part of the covariance process. Likewise, we deviate 
from the overly restrictive assumption of a multivariate normal distribution of the error terms and 
allow for a fat-tailed distribution instead. Both novelties are not only appropriate on logical grounds, 
but also fit the data well and lead to a significant improvement of the Akaike information criterion. 

Apart from the important conceptual differences regarding the measurement of oil price uncertainty, 
this study also differs from Jo’s (2014) approach in that we control for uncertainty about economic 
activity, and in that it is feasible to estimate our model with monthly instead of quarterly data. The 
latter is especially important, given that the real options literature has mostly highlighted the short-
term ramifications of uncertainty shocks and their potential role in business-cycle fluctuations. As a 
matter of fact, we are also able to look at these predictions more closely than other papers, because 
we do not measure economic activity simply as the growth rate of the relevant industrial production 
index. Instead, we derive more precise measures of the U.S. and global business cycles using the 
Hodrick-Prescott (HP) filter to calculate the percent deviation from the original series’ long-run trend. 
The similar characteristics of the two series then allow us to compare the influence of oil price 
uncertainty on the U.S. directly with the influence on the global output gap. 

We estimate our baseline model with new data ranging from August 1975 to March 2014. Our results 
show significant non-diagonalities, variance spillovers and asymmetries in the multivariate GARCH 
process. Oil price uncertainty is not only caused by unexpected shocks to the real oil price itself, but 
also by unexpected shocks to the global supply and demand of crude oil, as well as shocks to the U.S. 
business cycle. The linkages are stronger when the respective shocks are associated with bad news 
instead of good news. Our results imply that – at least partially – oil price volatility also reflects general 
macroeconomic uncertainty. 

The main finding of this study, however, is that oil price uncertainty has a highly significant, negative 
effect on the U.S. business cycle – even after accounting for the influence of global oil market forces 
on both variables. Our computations show that the effect is also economically meaningful, especially 
during several episodes in the period after 1985. The influence of oil price uncertainty on the global 
business cycle, on the contrary, tends to be much weaker. The relevant coefficient often shows the 
expected sign, but it is typically small and not always statistically significant. A battery of robustness 
checks confirms our findings. These include the estimation of bi- and trivariate versions of the model, 
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using different proxies for the oil price and global economic activity, and changing the model’s 
specification in various ways. 

Besides providing strong evidence in favour of the theory of real options, our study is also relevant 
because it raises interesting questions for future research. One point will be to re-estimate our model 
with data for different countries and compare the results with our findings for the U.S. business cycle. 
Also, future studies should try to integrate others factors into our framework that potentially explain 
oil price uncertainty, as well as changes in economic activity. 

The remainder of this paper is organised as follows: Section 2 presents the VAR GARCH-in-mean 
framework and elaborates on the details of the model’s specification. Section 3 discusses the sources 
of our data series and provides a brief overview of their characteristics. In Section 4, we illustrate the 
appropriateness of our empirical approach and discuss the estimation results. Section 5 examines the 
robustness of our findings, while Section 6 concludes. 

2. Empirical Methodology 
In our study we use a VAR, GARCH-in-mean, asymmetric BEKK model, which goes back to work by Sims 
(1980), Engle and Kroner (1995), and Grier et al. (2004), and, since then, has been employed to the 
question of oil price uncertainty particularly by Rahman and Serletis (2011, 2012). In order to estimate 
the influence of oil price uncertainty on the U.S. economy while accounting for shocks in the global oil 
market, however, we augment the authors’ model by two additional variables representing global 
aggregate supply and global aggregate demand for crude oil. Hence, our model is also related to 
previous oil market studies like Kilian (2009), Kilian and Park (2009) and Carstensen et al. (2013). 

2.1 VAR GARCH-in-mean Framework 
Our mean model can be written as follows: 

௧࢟  = ࣆ + ෍ ડ௠࢟௧ି௠଺
௠ୀଵ + શඥࢎ௧ +  ௧ (૚)ࢋ

where ࢟௧ = ൫ݕଵ,௧, ,ଶ,௧ݕ ,ଷ,௧ݕ ସ,௧൯ᇱݕ
 is a 4×1 vector of endogenous variables containing measures for the 

global supply of crude oil (ݕଵ,௧), global aggregate demand (ݕଶ,௧), the real price of oil (ݕଷ,௧), and U.S. 
economic activity (ݕସ,௧). In addition, ࣆ is a 4×1 vector of constants and ડ௠ for ݉ = 1, … , 6 are 4×4 
coefficient matrices.6 As we will see further below, the choice of including ݌ = 6 lags of the model’s 
four endogenous variables is sufficient to capture their dynamics at the time horizons relevant for our 
study. We further assume that, given the information set available at time ݐ, Ω௧ିଵ, the error terms in 
the 4×1 vector ࢋ௧ follow a multivariate ݐ-distribution with a conditional mean of zero, time-varying 
conditional covariance matrix ࡴ௧, and ߥ degrees of freedom: 

௧|Ω௧ିଵࢋ ∼ ,૙)ݐ ,௧ࡴ ௧ࡴ with (ߥ = ⎣⎢⎢
⎡ℎଵଵ,௧ ℎଵଶ,௧ ℎଵଷ,௧ ℎଵସ,௧ℎଵଶ,௧ ℎଶଶ,௧ ℎଶଷ,௧ ℎଶସ,௧ℎଵଷ,௧ ℎଶଷ,௧ ℎଷଷ,௧ ℎଷସ,௧ℎଵସ,௧ ℎଶସ,௧ ℎଷସ,௧ ℎସସ,௧⎦⎥⎥

⎤, 
where ℎ௜௝,௧ , ∀ ݅, ݆ = 1, … ,4, are the conditional variances and covariances of the innovations. 

                                                             
6 As it turns out to be the cause for a large outlier in the standardised residuals, we also include a dummy variable 
in the U.S. equation controlling for the impact of hurricane Katrina in September 2005. This, however, is not 
crucial for our conclusions and mainly serves computational purposes. Estimation results for the baseline model 
without the dummy are available upon request.  
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As we will also show later, assuming a multivariate ݐ-distribution of the underlying shocks, instead of 
the regularly chosen multivariate normal, is warranted by the data and tends to improve the 
explanatory power of the model. 

The third term in Equation (1) represents the GARCH-in-mean part of the model. In detail, it can be 
written as follows: 

 શඥࢎ௧ = ൦0 0 0 00 ߰ଶଶ ߰ଶଷ 00 0 ߰ଷଷ 00 0 ߰ସଷ ߰ସସ൪ ⎣⎢⎢⎢
⎢⎡ඥℎଵଵ,௧ඥℎଶଶ,௧ඥℎଷଷ,௧ඥℎସସ,௧⎦⎥⎥⎥

⎥⎤
 (૛) 

The elements in ඥࢎ௧ are the conditional standard deviations of the one-period-ahead forecast errors. 
We use them as our proxies for the uncertainty regarding each of the four variables. The coefficients 
in the 4×4 matrix શ thus measure the influence of these different kinds of uncertainty. In previous 
studies, the authors typically either choose to restrict the elements of શ so that only the influence of 
oil price uncertainty on one of the economic activity measures may be non-zero (߰ଶଷ for the global 
business cycle, or ߰ସଷ for U.S. activity), or decide to estimate a completely unrestricted version of the 
GARCH-in-mean part.7 In our case, we allow for the following parameters to be estimated freely:8 

First, we allow both, ߰ଶଷ  and ߰ସଷ , to be non-zero. As these measure the influence of oil price 
uncertainty on the global and U.S. business cycle, respectively, they are the coefficients of particular 
interest. Second, it is important to control for the influence of business cycle uncertainty as the theory 
of real options predicts that it should also depress investment and, hence, economic activity. Thus, we 
estimate the effect of business cycle volatility on the respective variable’s mean in the form of ߰ଶଶ and ߰ସସ. Third, we presume that uncertainty about the real price of oil has a positive influence on the 
variable’s own mean. As Alquist and Kilian (2010), and Kilian and Murphy (2014) point out, speculative 
demand in the crude oil market might not only be driven be changes in expectations regarding future 
demand and supply of crude oil, but may also reflect precautionary motives. As uncertainty about 
future oil-supply shortfalls rises, firms’ so-called convenience yield from having access to oil inventory 
increases because – by holding appropriate reserves – they might be able to prevent production 
breakdowns after unexpected shocks. Higher uncertainty, therefore, raises precautionary demand for 
crude oil and, hence, today’s spot price. Consequently, we expect ߰ଷଷ > 0.9 

                                                             
7 As examples for the former case see Elder and Serletis (2010, 2011), Bredin et al. (2011) or Jo (2014). Rahman 
and Serletis (2011, 2012), on the contrary, do not impose any restrictions on શ in their bivariate model.  
8 Note that, as the influence of the uncertainty variables depends on the dynamics in the VAR, as well as the 
GARCH model, each additional coefficient makes the estimation and, particularly, the interpretation of the 
results more complex, which is why we do not use an unrestricted version of શ. Apart from this, we also 
estimated the model with several other sets of possible restrictions and found that the one given in (2) fits the 
data specifically well. The results are available upon request. 
9  Note that our perspective slightly differs from Alquist and Kilian’s (2010) argument. In our view, higher 
uncertainty about expected oil-supply shortfalls is inextricably linked to oil price uncertainty, which then raises 
the real price of oil. It can be assumed, for instance, that the distribution of market participant’s expectations 
widens in times of heightened uncertainty about fundamentals, and the same is then likely to follow for the 
distribution of oil price changes. Further, if oil price uncertainty would not be relevant, one would have no 
additional reason to worry about still being readily able to buy crude oil at the expected market price any time 
in the future. Thus, the economic rationale for an increase in precautionary demand for oil would be missing. 
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2.2 Asymmetric BEKK Model with Variance Shift 
The dynamics of the conditional covariance matrix ࡴ௧ are assumed to be appropriately described by a 
multivariate GARCH(1,1) process. Specifically, we employ a modified version of the BEKK specification 
introduced by Engle and Kroner (1995) to model the time path of the conditional variances and 
covariances:10 

௧ࡴ  = ࡯) + ࡯)(ࡱ௧ݔ + ᇱ(ࡱ௧ݔ + ௧ିଵᇱࢋ௧ିଵࢋ′࡭ ࡭ + ࡮௧ିଵࡴ′࡮ + ௧ିଵᇱ࢛௧ିଵ࢛′ࡰ  (૜) ,ࡰ

where ࡯ is a 4×4 lower triangular matrix of constants, and ࡮ ,࡭ and ࡰ are 4×4 coefficient matrices. 

One of our objectives is to improve the explanatory power of our model by taking into account recent 
findings in the empirical literature. Therefore, we decide to augment the standard BEKK model 
following two rationales:  

First, Baumeister and Peersman (2013) point out that there has been a substantial and systematic 
increase in the variance of the real oil price since 1986. Around the same time, the variance of global 
crude oil production started to develop in the opposite direction. Also during the 1980s, the U.S. and 
other economies around the world entered the so-called “Great moderation”, a period characterised 
by low inflation and a reduced volatility of GDP growth and industrial production – see, for example, 
Stock and Watson (2003), or Summers (2005). Taken together, these facts make a strong case for a 
presumable structural change of the variances and covariances of all four of our variables during the 
mid-1980s. This potential trait of the data has so far not been taken into account by any of the previous 
studies using the VAR GARCH-in-mean approach. In order to change this, we allow for a one-time 
structural change in the constant components of the covariance process by including the products of 
the dummy variable ݔ௧  – which takes on the value 1 until June 1985 and 0 thereafter – and the 
constants in the 4×4 lower triangular matrix ࡱ.  

Secondly, the findings of Rahman and Serletis (2011, 2012) suggest that unexpected bad news about 
any of the variables might lead to a stronger increase of uncertainty than unexpected good news 
associated with a shock of similar magnitude. With the last term in (3), we incorporate this possibility 
into our model. In particular, the vector 

૚ି࢚࢛ = ൦ݑଵ,௧ିଵݑଶ,௧ିଵݑଷ,௧ିଵݑସ,௧ିଵ൪ = ⎣⎢⎢⎢
⎡݁ଵ,௧ିଵ ⋅ ௘భ,೟షభழ଴݁ଶ,௧ିଵܫ ⋅ ௘మ,೟షభழ଴݁ଷ,௧ିଵܫ ⋅ ௘య,೟షభவ଴݁ସ,௧ିଵܫ ⋅ ⎥⎥⎥⎦௘ర,೟షభழ଴ܫ

⎤
 

includes the product of the model’s residuals and an indicator variable, which takes on the value 1 if 
the respective condition for bad news is met, and zero otherwise. As can be seen, with respect to global 
oil production, and the global and U.S. business cycle variables we interpret negative shocks as bad 
news. Regarding the real price of oil, on the contrary, we follow Rahman and Serletis (2011, 2012), and 
assume that sudden price increases are viewed as unfavourable news by the majority of economic 
agents. 

In summary, the effects of any shock on the covariance matrix depend on its size and sign. Via the 
inclusion of the GARCH-in-mean terms, we thus allow for a highly non-linear relationship between the 
causes and effects of oil price movements and of uncertainty.  

                                                             
10 The BEKK model offers a high degree of flexibility by allowing for volatility spillover effects and time-varying 
covariances between the variables. At the same time, it guarantees the positive-definiteness of ࡴ௧. 
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2.3 Maximum Likelihood Estimation 
We estimate the model’s 175 parameters simultaneously using a maximum likelihood approach and 
robustified estimators for the standard errors of the coefficients. The calculations are conducted with 
version 9.00 of the WinRATS software package distributed by Estima.11 As previous studies like Elder 
and Serletis (2010), Rahman and Serletis (2011), and Pinno and Serletis (2013) have already noted, the 
estimation of multivariate VAR GARCH-in-mean models involves a considerable number of complex 
calculations and is prone to computational difficulties. We have to acknowledge that, in this regard, 
our framework constitutes no exception. Therefore, we implement a self-developed estimation 
routine that involves running the main optimisation algorithm with a large number of randomly 
generated starting values that – to a certain degree – tend to improve with each step. While this 
renders the estimation very computationally intensive and time-consuming, it helps us to cope with 
these problems and to achieve convergence while covering a broad area of the likelihood surface. 
Further details are given in the appendix.12 

3. Data & Descriptive Analysis 
For our study of the global oil market and the U.S. economy, we use monthly data from 1975:01 to 
2014:07. Following Kilian (2009), Baumeister and Peersman (2013), and others, global oil supply is 
measured by the growth rate of world crude oil production (first differences in logs multiplied by 100). 
The data is obtained from the U.S. Energy Information Administration (EIA). Regarding our series for 
U.S. and global economic activity, we construct two business cycle measures that have not been used 
in the relevant literature before and that are conceptually closely related to the output gap. As a basis 
for the global series, we use the industrial production index for the total of OECD countries, which we 
retrieve from the organisation’s website. For the U.S. proxy, similar data is obtained from the IMF’s 
International Financial Statistics (IFS) database. We then estimate the long-run trend of each series 
using a Hodrick-Prescott (HP) filter with ߣ = 14400, and, finally, calculate the deviation from this trend 
in percentage points.13 For ݕଷ, the real price of oil, we acquire the West Texas Intermediate (WTI) spot 
price series from the IFS. This price benchmark is often used in empirical investigations of the effects 
of oil price uncertainty.14 After deflating the series with the consumer price index (CPI) from the U.S. 
Bureau of Labor Statistics (excluding energy prices), it is transformed into log differences and 
multiplied by 100. To mitigate the end-point problem associated with the HP filter, we drop the last 
four of our observations. This leaves us with an effective sample from 1975:08 to 2014:03 for the 
estimation. 

Table 1 shows some descriptive statistics for the three oil market variables and the U.S. business cycle 
series. The important thing to note here is that all four time series show a great amount of excess 
kurtosis. Their distributions are thus heavy-tailed. Not surprisingly, the resulting statistics of the 
Jarque-Bera (1980) test are highly significant with p-values of less than 1%, and, for each variable, the 
null hypothesis of normality has to be rejected. This clearly speaks in favour of the previously made 

                                                             
11 Note that the scale parameter ߥ  of the multivariate ݐ-distribution is also calculated during the estimation 
process. For our regressions it typically lies in the range of 7 to 13. 
12 Note that, despite our extensive efforts, we were not always able to achieve convergence at the highest 
likelihood computed by our estimation routine. As a consequence, we had to discard some of the more complex 
robustness checks originally intended for the paper. For the remaining regressions, however, the differences are 
typically very small or zero, and, hence, should not lead to significantly different estimates. Table A1 in the 
appendix provides an overview of the calculated and converged values up to the 5th decimal. 
13 We do conduct multiple robustness checks to ensure that our estimates are not driven by our measure for the 
global business cycle or choice of ߣ. The results are reported in Section 5. 
14 See, for instance, Rahman and Serletis (2011, 2012), Elder and Serletis (2011) or Caporale et al. (2014). 



11 
 

assumption that the error terms are more appropriately described by a multivariate ݐ-distribution 
instead of a multivariate normal. 

Panel B of the table gives the results for several unit root- and stationarity tests we carry out to ensure 
the stationarity of our data. The test statistics of the augmented Dickey-Fuller (1981) (ADF) tests are 
presented first. Using the Akaike information criterion (AIC) to select the lag order for each test 
automatically, all four test statistics turn out to be highly significant. Likewise, the Kwiatkowski et al. 
(1992) (KPSS) tests do not indicate any kind of unit root or non-stationarity behaviour of the series. We 
therefore conclude that all variables which enter our empirical model are stationary. 

Table 1: Summary Statistics 

 Oil Production 
Growth ݕଵ 

Global Business Cycle ݕଶ 
Oil Price 

Change ݕଷ 
U.S. Business Cycle ݕସ 

A. Descriptive Statistics    
Mean 0.082 -0.020 0.152 -0.032 

Variance 2.492 3.301 57.669 3.394 

Skewness -1.659 -1.264 -0.361 -0.827 

Excess kurtosis 10.368 6.528 4.452 2.602 

Jarque-Bera 
normality test 

2320.790 
(0.000) 

959.734 
(0.000) 

398.414 
(0.000) 

186.125 
(0.000) 

B. Unit Root & Stationarity Tests    

ADF unit root tests -5.855 
(0.000) 

-7.661 
(0.000) 

-10.219 
(0.000) 

-7.152 
(0.000) 

KPSS stationarity 
tests 

0.050 
( > 0.100) 

0.014 
( > 0.100) 

0.090 
( > 0.100) 

0.016 
( > 0.100) 

Notes: p-values in parentheses. Unit root and stationarity tests are specified with an intercept (no trend). ADF 
tests: Lag length determined by AIC. KPSS tests: Newey-West automatic bandwidth selection, Bartlett Kernel.   

Figures 1 to 4 depict the variables used for the estimation, the respective series before the 
transformation of the data, and – in the cases of the business cycle measures – the estimated trend 
components. The shaded areas indicate OECD and U.S. recessions, respectively.  

As can be seen in the second and fourth diagram, our global and U.S. activity indices seem to capture 
the state of the economies reasonably well. During each recession identified by the indicators from 
the Federal Reserve Bank of St. Louis database, we can see an upper-left to lower-right movement 
from the peak to the trough. Note further that in Figure 3 the previously discussed shift in the variance 
of the real oil price after 1985 becomes immediately evident. The same, though, is not true for the 
volatility of global oil production implicitly depicted in Figure 1. The findings of Baumeister and 
Peersman (2013) imply, however, that the bulk of the structural change in the global oil market took 
place during this period.15 Only due to the fact that during the late 1980s large oil supply disturbances 
were still prevalent in the data, the structural change in the variance is less obvious for the oil 
production series.  

                                                             
15 Specifically, see Figures 4-6 in Baumeister and Peersman (2013). 
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Figures 1-4: Original Data and Transformed Time Series 

 

 

 

 

Note further that the strong decline in the real price of oil during the 1985/86 episode seems not to 
have led to a significant improvement in the U.S. business cycle. Previous studies, like Elder and Serletis 
(2010) or Rahman and Serletis (2011), attribute this to the rapidness of the price reduction. Their 
argument is that this unexpected shock led to a strong increase of oil price uncertainty, which, in turn, 
hampered economic output. A similarly abrupt decrease of the WTI can be observed during the recent 
financial crisis of 2008/09 – again without a substantial increase in the business cycle. Regarding the 
asymmetric effects of oil price shocks these two episodes are thus of particular interest. We will 
investigate in the next section whether oil price uncertainty has played a role during these events, or 
whether other factors such as shocks to the global business cycle might explain the apparent lack of a 
positive impulse to the U.S. economy. 
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4. Empirical Results 
Before we actually discuss our baseline estimation results, it is important to analyse the empirical 
validity of our approach and also to test our model for signs of possible misspecification. Regarding the 
latter, we analyse the properties of the standardised residuals ࢿො௧ = ෡ࡴ ௧ି ଵ/ଶࢋො௧ , where ࡴ෡ ௧ି ଵ/ଶ  is the 
inverse of the Cholesky factor of the conditional covariance matrix computed at each point in time. If 
our model is specified correctly, ࢿො௧ should be free from autocorrelation and ARCH effects.16 

4.1 Model Specification 
To test the two hypothesis, we apply the multivariate ܳ-test described by Hosking (1981) to the levels 
(serial correlation) and the squares of the standardised residuals (heteroscedasticity). In addition, we 
use the Akaike information criterion to distinguish between different model specifications regarding 
their explanatory power. Table 2 gives the corresponding results. 

Table 2: Model Selection 

Model Components AIC ܳெ௏(9) ܳெ௏(18) ܳெ௏ଶ (9) ܳெ௏ଶ (18) 

(1) Constants 8104 3008.875 
(0.000) 

3990.678 
(0.000) 

2249.718 
(0.000) 

2869.365 
(0.000) 

(2) + VAR(6) 6283 69.956 
(0.999) 

246.801 
(0.962) 

441.729 
(0.000) 

646.502 
(0.000) 

(3) + Diagonal BEKK 5897 106.319 
(0.992) 

280.429 
(0.614) 

233.520 
(0.000) 

349.750 
(0.007) 

(4) + t-distribution 5791 95.877 
(0.999) 

277.126 
(0.667) 

287.943 
(0.000) 

410.547 
(0.000) 

(5) + asymmetries, +variance shift 5715 103.434 
(0.996) 

279.693 
(0.626) 

195.015 
(0.003) 

325.316 
(0.064) 

(6) + spillover effects, + GARCH-in-
mean terms (full model) 5691 113.531 

(0.971) 
279.939 
(0.622) 

116.911 
(0.952) 

263.704 
(0.845) 

Notes: p-values in parentheses. Test statistics significant at the 5% level are printed in bold. 

From top to bottom, the table illustrates the changes in the test statistics and the AIC as we add more 
of the previously described components to our model. Starting only with constants in the mean and 
variance equations, we can see that all four test statistics are of a very large magnitude and highly 
significant with p-values smaller than 1%. Therefore, the null hypotheses of the tests have to be 
rejected. Multivariate autocorrelation and conditional heteroscedasticity are strongly present in the 
data, which confirms the appropriateness of our VAR GARCH approach. 

Once we add the six lags of the vector of endogenous variables ࢟௧ , the ܳெ௏ -statistics testing for 
autocorrelation of orders up to ݉ = 9 and 18, respectively, become insignificant.17 Additionally, the 
value of the information criterion reduces from 8104 to 6283. Thus, our model sufficiently captures 
the system’s mean dynamics at a horizon of at least one and a half years. Next, we also allow for a 
dynamic evolution of ࡴ௧  by adding the GARCH terms ࢋ′࡭௧ିଵࢋ௧ିଵᇱ ࡭  and ࡴ′࡮௧ିଵ࡮ . In this step, 
however, the coefficient matrices ࡭ and ࡮ are restricted to be non-zero only on their main diagonals. 
This so-called diagonal BEKK specification does not allow for a transmission of shocks and volatility 
spillovers to the conditional second-moments of other variables. As a result, the AIC and the test 

                                                             
16 For a more detailed discussion of the desired properties of the standardised residuals and the challenges 
surrounding the diagnostic checking of multivariate GARCH models, see Ding and Engle (2001), and Bauwens et 
al. (2006), respectively. 
17 Additional results for lag orders 12 and 24 can be found in Table A2 in the appendix. 
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statistics for conditional ARCH effects improve once more, but the latter still reject the null hypothesis 
of homoscedasticity at all conventional levels of significance. This finding also remains fundamentally 
unchanged when we move from assuming a multivariate normal to a multivariate t-distribution, and 
when we further include the mid-1980s structural shift and the asymmetry terms in the covariance 
model. Only when we finally arrive at our fully specified model by allowing for volatility spillovers and 
adding the GARCH-in-mean terms, all four test statistics become insignificant. On aggregate, the 
standardised residuals of the baseline model thus have the desired properties and do not show any 
significant signs of misspecification. In addition, the full model yields the lowest value of the 
information criterion, suggesting a high capability to explain the observed data. 

4.2 Evolution and Causes of Oil Price Uncertainty 
We begin the discussion of the results by first looking at the uncertainty measures generated by our 
model. These are depicted in Figures 5-8 together with the relevant recession indicators. For three of 
the four volatility series the implications of the one-time structural change in the conditional variances 
become evident immediately. Consistent with the findings of Baumeister and Peersman (2013), we see 
a decline of the conditional standard deviation of oil supply and an increase in the volatility of the real 
price of oil since the mid-1980s (see Figures 5 and 7 in the upper and lower left, respectively). Especially 
the latter is abrupt and of a large magnitude, which confirms our view that ignoring this trait of the 
data might have led to rather imprecise measures of oil price uncertainty being used in previous studies. 
The observable decline in U.S. business cycle volatility mostly fits the descriptions of the great 
moderation. As we do not see a similar change in the uncertainty measure depicted in Figure 6, 
however, the narrative does not seem to be applicable to the global level. Nonetheless, the general 
importance of the changes can also be confirmed statistically: When we conduct a test for the joint 
significance of the coefficients in ݔ௧ࡱ, the null hypothesis of the absence of a covariance shift is 
strongly rejected with a test statistic of ߯ଶ(10) = 201.665 and a corresponding p-value of 0.000. 

Looking more closely at Figure 7, we are able to identify four distinct episodes of heightened oil price 
uncertainty. The first one, leading to a local maximum of the measure in September 1979, can be 
attributed to the Iranian revolution. While showing relatively high values of oil price uncertainty 
compared to the rest of the decade after 1975, however, the spike is tiny compared to the amounts of 
uncertainty that can be measured during the following episodes. This finding, first noted by Elder and 
Serletis (2010), becomes even more evident with our model. In addition, the height of uncertainty 
precedes the global and U.S. recessions of the early 1980s by several months, making it unlikely that 
oil price volatility somehow contributed to the economic downturn. The surge in uncertainty after 
1985, on the contrary, does coincide with a global recession. Even though the volatility rise is triggered 
by a drop in the real price of oil due to Saudi Arabian overproduction, the abruptness of the unexpected 
price change causes oil price uncertainty to increase to its highest value in the sample. Moreover, it 
takes more than a year for it to return to a level close to its long-run average. The 1990 spike associated 
with the Iraqi invasion of Kuwait is even more interesting because we can observe a significant 
movement in all four uncertainty measures simultaneously. In fact, all conditional standard deviations 
reach their highest value since 1986 in September 1990 – immediately after the invasion. This suggests 
that the connectedness of the variables’ means identified in the previous literature might also extend 
to their second moments. 

During the financial crisis, the behaviour of the volatilities is similarly salient. As we do not see 
simultaneous, but successive peaks of the uncertainty proxies, however, this event’s character is 
somewhat different from the 1990 episode. Within one month, from September to October 2008, 
uncertainty regarding U.S. economic activity almost triples and reaches its sample maximum. In the 
following three months, the conditional standard deviations of the global business cycle measure and 
the real price of oil rise by 164.3 % and 78.8 %, respectively, both reaching local peaks in January 2009. 
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Afterwards, it takes at least six months for each variable to return in proximity to its sample average. 
The only exception is the volatility of global oil production, which hardly rises in absolute terms. This 
marks another difference to the 1990s volatility surge. Nevertheless, the overall level of uncertainty as 
measured by our model not only reaches unprecedented heights during the 2008/2009 crisis, but also 
stays relatively high for an extended amount of time. 

Jo (2014) argues that a shortcoming of the GARCH-in-mean approach is that changes in the volatility 
process can only occur together with changes in the mean of the variables. While this is factually 
correct, one does not necessarily have to agree that this is a disadvantage. In contrast to the author’s 
stochastic volatility approach, we do not need to use outside information like a realised volatility 
component to obtain a precise measure of oil price uncertainty.18 Moreover, in our framework, the 
uncertainty proxy is truly endogenous. As such, it can be explained by the evolution of the shocks to 
each variable and the dynamics of their conditional second moments. Therefore, our model allows us 
to get a better understanding of what actually causes oil price uncertainty by analysing which other 
variable’s shocks and variance might also influence the series depicted in Figure 7. We can infer 
whether such relationships exist from the estimates of Eq. (3).19 

෡࡭ =
⎣⎢⎢
⎢⎢⎢
⎢⎡−૙. ૞૝૛(଴.଴଴଴)  −0.037(଴.଴଺଻) −0.175(଴.଴଼଼) −0.019(଴.ସ଼଼)0.085(଴.ଷ଼଴) ૙. ૛ૠૢ(଴.଴଴଴) −0.597(଴.ଷଷ଺) ૙. ૚ૢૡ(଴.଴଴ଵ)0.000(଴.ଽ଺଺) ૙. ૙૙ૠ(଴.଴ଶଶ) ૙. ૝૙૜(଴.଴଴଴) 0.003(଴.ସଽ଺)૙. ૚ૠ૝(଴.଴଴ଽ) −૙. ૛૚૙(଴.଴଴଴) ૚. ૙૛ૢ(଴.଴଴ଵ) −૙. ૚૟૙(଴.଴଴଺) ⎦⎥⎥

⎥⎥⎥
⎥⎤ , ෡ࡰ =

⎣⎢⎢
⎢⎢⎢
⎢⎡ 0.059(଴.ହଶହ) −૙. ૙ૡૢ(଴.଴଴଴) ૙. ૛ૠૡ(଴.଴଴ଽ) −૙. ૛૚૜(଴.଴଴଴)૙. ૜૟ૢ(଴.଴଴ଷ) ૙. ૝ૢ૞(଴.଴଴଴) 1.286(଴.଴଼଴) −0.003(଴.ଽ଻଴)૙. ૙૝૞(଴.଴଴଴) ૙. ૙૚૝(଴.଴଴ଶ) −0.040(଴.ହଵଷ) −0.010(଴.଴଼ସ)−0.189(଴.ଶ଴ହ) 0.040(଴.଺଻ଶ) −૙. ૢ૚૛(଴.଴ଶଶ) ૙. ૠૠ૝(଴.଴଴଴) ⎦⎥⎥

⎥⎥⎥
⎥⎤,  

෡࡮ =
⎣⎢⎢
⎢⎢⎢
⎢⎡૙. ૠૢ૝(଴.଴଴଴)  −0.007(଴.଺଴଼) 0.068(଴.ସସଶ) ૙. ૙ૢ૝(଴.଴଴଻)−0.302(଴.଴଼ଷ) ૙. ૟ૠ૟(଴.଴଴଴) 0.224(଴.଻଴଼) ૙. ૢ૛ૠ(଴.଴଴଴)−0.006(଴.ଶ଴ସ) −૙. ૙૙ૢ(଴.଴଴଴) ૙. ૡ૚ૢ(଴.଴଴଴) −0.002(଴.଼ଶଶ)0.327(଴.ଶଵ଴) 0.078(଴.ସ଼ଷ) ૚. ૜૛ૠ(଴.଴ସଷ) −૙. ૟૝ૡ(଴.଴଴଴) ⎦⎥⎥

⎥⎥⎥
⎥⎤
 

As described before, the coefficients in ࡭෡ and ࡰ෡  illustrate the relationship between the model’s mean 
innovations ࢋ௧ and the conditional covariances in ࡴ௧, while the elements of ࡮෡  quantify the influence 
of ࡴ௧ିଵ on ࡴ௧, including possible variance spillovers. Due to the form of the BEKK model, however, 
both linkages are highly nonlinear and thus difficult to interpret.20 We will hence simplify the analysis 
by mostly looking at the coefficients’ significance.  

                                                             
18 Admittedly, this might also have to do with the fact that we are using monthly instead of quarterly data. 
19 Numbers in parenthesis are p-values and each coefficient significant at the 5%-level is printed in bold. 
20 Note that each coefficient ultimately enters the equations for the conditional variances in different squared 
and multiplicative forms. The former are typically found to measure the direct influence of any shock to one 
variable onto the conditional variance of itself or of another. ොܽଵଷଶ ݁ଵ,௧ିଵଶ , for instance, would measure the direct 
impact of any shock to global crude oil production on the conditional variance of the real oil price. The same 
shock, however, enters the equation for ℎଷଷ,௧  three more times with 2 ොܽଶଷ ොܽଵଷ݁ଶ,௧ିଵ݁ଵ,௧ିଵ, 2 ොܽଷଷ ොܽଵଷ݁ଷ,௧ିଵ݁ଵ,௧ିଵ, 
and  2 ොܽସଷ ොܽଵଷ݁ସ,௧ିଵ݁ଵ,௧ିଵ. As one can see, apart from the constant direct influence, the total impact of any given 
shock ݁ଵ,௧ିଵ on the conditional variance of the oil price depends on the size and sign of several coefficients, and 
on the total composition of all residuals in the previous period – again with respect to their size and sign. The 
matter is complicated further by the inclusion of the asymmetry terms with their influence being represented by 
the coefficients in the ࡰ෡  matrix and the possibility of volatility spillovers as represented by the elements of ࡮෡ . In 
addition, the coefficients are also not readily comparable to each other in terms of their magnitude, because the 
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The off-diagonal elements in ࡭෡ contain information about whether there exists a link between the 
mean innovations of one variable and the uncertainty measured for another. The third column of the 
matrix, in particular, gives an indication of how unexpected shocks to other variables directly tend to 
raise oil price uncertainty. As both, ොܽଵଷ = −0.175 and ොܽସଷ = 1.029, are statistically significant, we 
first see that this is the case for the shocks to global crude oil production and U.S. economic activity. 
The influence of sudden changes of global demand – at least at first sight – seems not to be important, 
as ොܽଶଷ is insignificant with a p-value of 0.336. 

The direct transmission to oil price uncertainty is significantly stronger, however, when the unexpected 
mean shock is associated with bad news rather than good news. This can be seen from the elements 
at the corresponding position in the ࡰ෡  matrix. If, for instance, there is an unexpected decline in the 
global business cycle, the relevant coefficient increases more than fivefold, from just ොܽଶଷଶ =(−0.597)ଶ = 0.356  for a positive shock, to ොܽଶଷଶ + መ݀ଶଷଶ = (−0.597)ଶ + (1.286)ଶ = 2.010  for a 
negative shock of similar magnitude. In this particular case, the influence also becomes statistically 
significant at the 10% level.  

With respect to the other variables of the model, there are such relationships as well. E.g., the first row 
of ࡰ෡  shows that negative oil production shocks tend to significantly increase the uncertainty measures 
of all other three variables, while the last row of ࡭෡ indicates the same for any particular shock to U.S. 
economic activity. Furthermore, as there are several highly significant off-diagonal elements in ࡮෡ , the 
conditional second moments themselves are also closely interrelated. There are significant variance 
spillovers from each variable to at least one of the others. Looking again at oil price volatility in 
particular, our results show that higher economic uncertainty in the U.S. causes a direct increase of ℎଷଷ, since ෠ܾସଷ is significant at the 5% level. 

In summary, the statistical significance of the majority of GARCH coefficients once more confirms the 
appropriateness of our modelling approach. Furthermore, our findings suggest that oil price 
uncertainty is not only caused by sudden changes in the real price of oil, but also by variance spillovers 
and unexpected shocks that simultaneously tend to raise the uncertainty measured for other 
macroeconomic variables. In fact, testing for the joint insignificance of the off-diagonal elements in ࡭෡, ෡࡮  and ࡰ෡  leads to a clear rejection of the null hypothesis [߯ଶ(36) = 1037.251 (0.000)]. Significant 
asymmetries in the conditional second moments imply that these effects are stronger in case of bad 
news. Altogether, this leads to the important conclusion that – at least to some degree – oil price 
volatility can also be viewed as a measure of general macroeconomic uncertainty and distress. 

4.3 Effects of Oil Price Uncertainty 
After discussing the possible causes of oil price uncertainty, we will now turn to its potential effects. 
The main question our study tries to answer is whether we can still find a negative influence on the 
U.S. economy once we account for the endogeneity of the real oil price with respect to global demand 
and supply factors as proposed in the literature. The estimated influences of the uncertainty measures 
on the variables’ means are given by શ෡  as follows:21 

  

                                                             
latter depends on the average sample size of the shocks the coefficient is multiplied with and on the average 
magnitude of the variance whose equation it enters. 
21 Again, numbers in parenthesis are p-values and each coefficient significant at the 5%-level is printed in bold. 
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શ෡ =
⎣⎢⎢
⎢⎢⎢
⎢⎡0 0 0 00 −૙. ૟૛ૡ(଴.଴଴଴) −0.007(଴.ଶ଼଼) 00 0 ૙. ૜૙૜(଴.଴଴ଷ) 00 0 −૙. ૙૝૚(଴.଴଴଴) −૙. ૜૛૞(଴.଴଴଴) ⎦⎥⎥

⎥⎥⎥
⎥⎤
 

Note first that all five of the estimated GARCH-in-mean coefficients show the a priori expected signs. 
Increased uncertainty about the movements in the global and U.S. business cycles depresses economic 
activity, as ෠߰ଶଶ and ෠߰ସସ are negative and highly significant. What’s more, we find that the conditional 
second moment of the real price of oil has a positive influence on the variable’s mean and that this 
influence is significantly different from zero ( ෠߰ଷଷ = 0.303 ). In combination with the substantial 
interdependences we found within the GARCH model, we interpret this as indirect evidence in favour 
of the hypothesis that increased uncertainty about potential future supply-shortfalls leads to higher 
oil price volatility, which, in turn, raises precautionary demand and hence the real oil price. 

More importantly, ෠߰ଶଷ  and ෠߰ସଷ  both have a negative sign as well. Therefore, as predicted by the 
theory of real options, oil price uncertainty tends to have a detrimental influence on economic activity. 
However, only for the U.S. business cycle the point estimate of −0.041 is found to be significant at all 
conventional thresholds (p-value of 0.000). The first coefficient, which measures the influence on 
global demand, is associated with a p-value of 0.288 and is thus not statistically meaningful. Since the 
series ݕଶ and ݕସ have sample variances of similar magnitudes, in this case it is also possible to directly 
compare the two coefficients with respect to their sizes. As we can see, the direct influence of oil price 
uncertainty on the U.S. business cycle is almost six times as high as its direct influence on the global 
measure. To conclude, there is still a highly significant negative impact of oil price uncertainty even 
when taking into account the potential influences of global demand and supply shocks on the U.S. 
economy. Regarding this aspect, our study thus joins the ranks of Elder and Serletis (2010) and the 
numerous follow up studies which also utilized the GARCH-in-mean approach. On the other hand, 
though, with our baseline model we are not able to confirm Jo’s (2014) finding of a significant effect 
on global economic activity. 

Apart from looking at the statistical importance of these effects, we can also conduct some 
straightforward calculations to get an impression of their economic relevance. In relation to the 
original two business cycle series and the growth rate of the real oil price, Figures 9 to 11 show the 
continuous influence of oil price uncertainty shocks as they run through the equations of the estimated 
VAR model. Note that, as we simply define these uncertainty shocks as deviations from the sample 
mean, the overall informational content of these diagrams should not be overstressed.22 That being 
said, they still yield some interesting insights. We can see in Figure 9, for instance, that, in relation to 
the overall dynamics of the global business cycle, the influence of oil price uncertainty is rather small 
for most of the time. Only during the three episodes of extraordinary high volatility described earlier, 
a negative contribution to global economic activity becomes clearly visible. 

                                                             
22 Basically, this is a dynamic version of the impact calculations conducted by previous studies like Pinno and 
Serletis (2013), for example. The calculated uncertainty influence always represents the weighted-average of the 
composition of underlying mean innovations, which determine the changes in oil price volatility at any given 
point in time. Hence, we do not distinguish between the individual contributions of these shocks to oil price 
uncertainty (directly or indirectly via variance spillovers). Also, we only consider their effects through the oil price 
uncertainty channel and do not compare them with any simultaneous effects through the mean. As an upside, 
however, similarly to Jo’s (2014) approach, the calculations do not require an identification scheme for structural 
shocks, which, given our setup, might not be trivial to come up with. 
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Figures 9-11: Dynamic Effects of Oil Price Uncertainty23 

 

 

 
Similarly, in the next figure, the precautionary demand effect originating from oil price uncertainty is 
strongest in 1986, 1990/91 and 2008/09. Throughout a twelve-month window beginning with each 
peak, the average value of the volatility influence amounts to about 15 to 23 percent of the standard 
deviation of the WTI growth rate during the respective time frame. A small, but non-negligible effect.24 
In 1979/1980, on the contrary, our estimates imply that oil price uncertainty just explains a small 
fraction of the protracted price increase. The influence increases relatively little and is above zero for 
a mere three months. This suggests that the significant increase in speculative demand identified by 
Kilian and Murphy (2014) for that time might have been largely driven by shifts in expectations and 
not precautionary motives. 

Finally, the time-varying influence of oil price uncertainty on the U.S. business cycle is depicted in 
Figure 11. The estimates indicate that a large proportion of the recessionary movements in the 
business cycle during the mid-1980s and early-1990s might be attributed to heightened oil price 
volatility. Put in numbers, from its local peak in mid-1984 to the trough in September 1986, U.S. 

                                                             
23 The influence on the growth rate of oil production is not depicted because – even though it is technically not 
zero – it is so small that it would not be visible in the diagram. 
24 The specific time windows for the calculation were 1986:03-1987:02, 1990:09-1991:08 and 2009:01-2009:12. 
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industrial production falls from 3.43 percentage points above its long-run trend to 2.45 percentage 
points below. During the same period, the negative influence of oil price volatility rises by roughly 3.24 
percentage points, potentially explaining about 55% of the decline.25 Further, from September 1990 to 
March 1991, the business cycle measure falls by 4.37 points, while the calculated influence of oil price 
uncertainty increases by 1.15 in absolute terms, again potentially explaining about 26% of the 
recessionary development. After 1991 the effect somewhat retracts and does not seem to contribute 
largely to any of the short-term up- or downward movements of U.S. economic activity for about 
eighteen years. It then rises again significantly during the financial crisis, explaining approximately 16% 
of the unprecedented drop in economic activity between early 2008 and mid-2009. 

Three more interesting points should be noted. First, in each case, the subsequent economic recovery 
also coincides with the dissipation of uncertainty. Circa 21.5% of the sharp rebound between March 
and September 1991, for example, may be attributed to subsiding oil price volatility. Hence, during 
these three episodes, the changes in the influence of oil price uncertainty fit the timing of the business 
cycle fluctuations surprisingly well. Second, our empirical analysis suggests that during the decade 
between 1975 and 1985 lower-than-average oil price uncertainty actually fostered economic activity 
in the U.S. As our model also suggests, however, this effect does not become visible in the data because 
it was mitigated by the above-average volatility of the U.S. business cycle before the advent of the 
Great Moderation.26 It would be interesting to see, whether future research might be able to find any 
connection between the reduction of production volatility in the U.S., and the structural changes in 
the global oil market after the mid-80s identified by Baumeister and Peersman (2013). Third, we 
cannot find any evidence that oil price uncertainty somehow contributed to the 1980 and 1982 
recessions. We do agree with Elder and Serletis (2010) that oil price uncertainty, even though small 
given the overall picture, was relatively high shortly before the 1980 downturn. However, our 
calculations of the dynamic influence clearly show that the timing of the volatility surge fits the small 
retraction in 1979, but is strongly off for the 1980 and 1982 episodes. Therefore, we remain sceptical 
towards this narrative, which was originally brought up by Pindyck (1991). 

To summarise, our empirical results confirm the a priori expectations of a negative effect of oil price 
uncertainty on economic activity and of a positive influence on the real oil price itself through a 
precautionary demand effect. Hence, our qualitative findings are largely consistent with the 
predictions made by the theory of real options and also with the empirical results of previous studies 
employing the GARCH-in-mean methodology – even after controlling for the influences of global oil 
supply and demand on the U.S. economy. Quantitatively, though, given the importance of energy 
prices in typical investment projects, the influence of oil price uncertainty we measure is surprisingly 
strong – specifically in the U.S. As a matter of fact, previous studies of oil price uncertainty have already 
been criticised on similar grounds.27 However, we find significant volatility spillovers and influences of 
other variables’ shocks in our multivariate GARCH model, which suggests that oil price uncertainty, to 
a certain degree, also reflects and is a channel of transmission of other kinds of macroeconomic 
uncertainty and shocks. Given that Kilian (2009), Alquist and Kilian (2009), and Kilian and Murphy (2014) 
have argued that oil prices in part reflect expectations and uncertainty regarding future economic 
conditions, this seems not to be too far-fetched. This result also underpins the plausibility of measuring 
a large influence of oil price volatility because macroeconomic uncertainty might negatively affect all 
kinds of future-related economic and political decisions – not just investment. 

                                                             
25 When we start the calculation in 1986:01, this number even rises to 86%. 
26 Note that, even though the measured positive effect of low oil price volatility comes out smaller, it is not 
necessary to include the variance shift component in the model to arrive at this conclusion. 
27 See Kilian (2014). 
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5. Sensitivity Analysis 
To ensure that the core insights discussed in the previous section are not driven by the specificities of 
our empirical approach, we conduct a battery of robustness checks. These can roughly be divided into 
three different categories: Modifications of the model’s specification, variations in the underlying data, 
and the estimation of models with a reduced number of endogenous variables. The results are shown 
in Table 3. 

Changes in Model Specification 
First, we vary the number of lags in the VAR model. When we reduce ݉ to 3 lags, for instance, we 
obtain similar results to the baseline estimation regarding the effects of oil price uncertainty. The 
influence on the global business cycle remains negative, but highly insignificant with a p-value of 0.609. 
Likewise, it is once more much smaller than the effect on the U.S. business cycle, as ห ෠߰ଶଷห =|−0.006| < ห ෠߰ସଷห = |−0.044|. The latter again turns out to be significant at all common thresholds. 
In this case, both estimates are also very close in magnitude to the original results from the baseline 
model, ෠߰ଶଷ = −0.007  and ෠߰ସଷ − 0.041 . 28  With ݉ = 9 , however, we do see a few changes with 
respect to both coefficients. In particular, ෠߰ଶଷ becomes highly significant and increases relative to ෠߰ସଷ. 
Nonetheless, the latter still remains almost double in size. 

Next, we examine whether the results are sensitive to the specific date chosen for the shift in the 
variance-covariance structure. Corresponding to the remarks in the literature regarding the advent of 
the great moderation, we first choose 1984:01 as an alternative shift date.29 Afterwards, we conduct 
a second estimation where we move the shift date forward to 1993:01. As can be seen from the table, 
in both cases our results are once more surprisingly robust.30 

Other robustness checks we conduct involve leaving out one or more of the standard and non-standard 
components of the model. With the exception that ෠߰ଶଷ  is sometimes statistically significant, the 
qualitative results from the baseline model remain largely unchanged and, hence, we decide not to 
report all of these results in detail.31 However, the most rigorous way to ensure that the earlier 
conclusions are not driven by our specific estimation approach or econometric model, is to abandon 
these elements altogether. 

To be more precise, for the last robustness check in this category, we discard the multivariate GARCH 
model and our simultaneous estimation approach, and, instead, estimate Eq. (1) with regular OLS 
estimators. Thereby, we add the uncertainty series generated by our baseline model as exogenous 
regressors.32 Even though the coefficients and standard errors might then be affected by the generated 
regressors problem discussed in Pagan (1984), we find that the parameters retain their expected signs. 
In addition, while the influence of oil price uncertainty on the U.S. business cycle is to some extent 
weaker and the influence on the global business cycle somewhat stronger than before, there are only 
minor changes with respect to the two coefficient’s p-values. 

                                                             
28 Note, however, that in general the coefficient sizes are only roughly comparable across estimations as the 
properties of the relevant volatility series tend to change with the specification of the model and the data. 
Looking at the sign and significance of the estimated parameters is typically more informative. 
29 See, for instance, Stock and Watson (2003) or Summers (2005). 
30 Nevertheless, changing the shift date leads to a significant deterioration of the AIC and of the uncertainty 
proxies’ general properties. Also, several previously significant shift coefficients become insignificant. 
31 The results are available upon request. Among others, we re-estimated the baseline model without the GARCH 
terms, ି࢚ࡴ′࡮૚࡮, the variance shift, variance spillovers or asymmetry terms. 
32 This idea is based on the additional robustness checks in Bredin et al. (2011). 
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Table 3: Robustness Checks 
  Global Business 

Cycle ݕଶ 
Oil Price 

Change ݕଷ 
U.S. Business 

Cycle ݕସ 

 Sample ෠߰ଶଶ ෠߰ଶଷ ෠߰ଷଷ ෠߰ସଷ ෠߰ସସ 

A. Model Specification       

Baseline model (݉ = 3) 1975:05-
2014:03 

-1.280 
(0.010) 

-0.006 
(0.609) 

0.250 
(0.000) 

-0.044 
(0.002) 

-0.690 
(0.001) 

Baseline model (݉ = 9)  1975:11-
2014:03 

-0.362 
(0.003) 

-0.010 
(0.000) 

0.241 
(0.000) 

-0.018 
(0.000) 

0.090 
(0.488) 

Variance shift in 1984:01 1975:08-
2014:03 

-0.637 
(0.000) 

-0.004 
(0.272) 

0.287 
(0.000) 

-0.042 
(0.000) 

-0.332 
(0.000) 

Variance shift in 1993:01 1975:08-
2014:03 

-2.141 
(0.019) 

-0.013 
(0.011) 

0.356 
(0.000) 

-0.045 
(0.000) 

-0.841 
(0.040) 

Eq. (1) estimated with OLS 1975:08-
2014:03 

-0.933 
(0.000) 

-0.011 
(0.201) 

0.122 
(0.338) 

-0.025 
(0.016) 

-0.068 
(0.668) 

B. Data Modifications       

Reduced sample excl. the 
financial crisis 

1975:08-
2008:01 

-0.357 
(0.000) 

-0.011 
(0.004) 

0.182 
(0.000) 

-0.036 
(0.000) 

-0.345 
-ଷ: Nominal WTI 1975:08ݕ (0.000)

2014:03 
-0.643 
(0.478) 

-0.006 
(0.364) 

0.249 
(0.000) 

-0.040 
(0.016) 

-0.327 
-ଷ: U.S. RAC 1975:08ݕ (0.071)

2014:03 
-0.326 
(0.007) 

-0.011 
(0.006) 

0.099 
(0.001) 

-0.023 
(0.000) 

-0.273 
 ଶ: proxy based on Lippi andݕ (0.010)

Nobili’s RoW output (݉ = 3) 
1975:05-
2009:02 

0.621 
(0.112) 

0.054 
(0.138) 

0.160 
(0.004) 

-0.035 
(0.000) 

-0.632 
݉) ଶ: Kilian’s GAIݕ (0.001) = 3) 1975:05-

2014:03 
0.282 
(0.358) 

0.078 
(0.155) 

0.233 
(0.003) 

-0.044 
(0.000) 

-0.963 
,ଶݕ (0.047) ߣ ସ: HP-filtered withݕ =129600 

1975:08-
2014:03 

-0.576 
(0.000) 

-0.006 
(0.087) 

0.278 
(0.000) 

-0.033 
(0.000) 

-0.161 
(0.109) 

C. Reduced Models       

Trivariate model global {ݕଵ, ,ଶݕ   {ଷݕ
1975:08-
2014:03 

-0.738 
(0.000) 

-0.009 
(0.020) 

0.276 
(0.001) - - 

Trivariate model U.S. {ݕଵ, ,ଷݕ   {ସݕ
1975:08-
2014:03 - - 0.267 

(0.000) 
-0.029 
(0.000) 

-0.562 
(0.000) 

Bivariate model global {ݕଶ,   {ଷݕ
1975:08-
2014:03 

-0.761 
(0.008) 

-0.007 
(0.043) 

0.239 
(0.005) - - 

Bivariate model U.S. {ݕଷ,   {ସݕ
1975:08-
2014:03 - - 0.253 

(0.000) 
-0.023 
(0.018) 

-0.428 
(0.137) 

Notes: p-values in parentheses. Test statistics significant at the 5% level are printed in bold. 

Data modifications 
For the next category, we leave the specification of the baseline model unchanged but modify the 
underlying data. The reader might wonder, for instance, whether our results are somehow driven by 
the extraordinary levels of volatility in ݕଶ, ଷݕ  and ݕସ  that we observe during the financial crisis of 
2008/09. In order to make sure that they are not, we cut the sample at 2008:01. As a result, ෠߰ଶଷ is 
again larger in magnitude and becomes significant with a p-value of less than 1%. The effect for the 
U.S. slightly weakens to −0.036, but its high significance remains unaltered.  
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Results very similar to the ones from the baseline model can also be found when we do not deflate the 
WTI and use the nominal oil price series instead. With this setup, only the p-value of ෠߰ସଷ increases 
slightly to 0.016 so that significance at the 1% level is not maintained. Regarding the WTI itself, it is 
sometimes argued that it may not be an optimal benchmark for the global price of crude oil because 
over the sample period it was influenced by many U.S.-specific factors.33 This could be an explanation 
for why we consistently find that the influence of oil price uncertainty is more relevant for the U.S. 
business cycle than for global economic activity. To examine this issue, we follow Elder and Serletis 
(2010) and substitute our original price series with the composite refiner’s acquisition costs (RAC) 
provided by the EIA. Indeed, the relevant parameter raises in magnitude to ෠߰ଶଷ = −0.011 with a p-
value of 0.006. Nonetheless, with ෠߰ସଷ = −0.023, the depressing effect on the U.S. business cycle is 
still considerably larger.  

Next, we substitute our measure of the global business cycle with two alternative proxies. The first one 
is Kilian’s (2009) global activity index, for which we obtain the data from the author’s homepage.34 
Second, we construct another proxy for the global output gap by detrending Lippi and Nobili’s (2012) 
Rest of the World (RoW) output measure, which allows for a clear differentiation between demand 
shocks originating in the U.S. and elsewhere.35 Interestingly, in both cases, the negative signs of the 
coefficients for business cycle and oil price uncertainty, ෠߰ଶଶ  and ෠߰ଶଷ , disappear. 36  However, the 
estimates are not significant at any of the common levels and the remaining free parameters in શ are 
only slightly affected by the changes of the series for ݕଶ.37 The same largely applies to the coefficients, 
when we follow Ravn and Uhlig (2002), and use a HP filter with ߣ = 129600 in the derivation of the 
business cycle proxies from the original industrial production data. 

Tri- and Bivariate Models 
For the last category, we replicate the lower-dimensional models of previous studies with our 
particular specification and data. Following Jo (2014), we first estimate two different trivariate models 
by removing the variable for global and U.S. economic activity, respectively. As a consequence, the 
direct influence of oil price uncertainty on the remaining business cycle variable is slightly higher when 
the U.S. series is excluded from the VAR, and lower when the global series is omitted. Nonetheless, we 
can see from the table that the influence on the U.S. economy is again negative, highly significant and 
much stronger than the effect on the global aggregate. Finally, to mimic the bivariate models employed 
by Elder and Serletis (2010), Rahman and Serletis (2011, 2012) and others, we further reduce the 
dimension of each model by excluding the global supply series. Specifically for the U.S., the estimated 
influence of oil price uncertainty is once again weaker than before. We attribute this to a loss in 
precision of the generated uncertainty proxy when not accounting for the influence of the global 
supply and demand variables. Other than that, however, the conclusions derived from the baseline 
model remain valid. 

                                                             
33 Until the end of price regulation in 1981, for instance, the U.S. went through four different phases of price 
controls. Also, in 1975 the Energy Policy and Conservation Act formally introduced an export ban on crude oil 
which still remains active today. For further details see Bordoff and Houser (2015). 
34 http://www-personal.umich.edu/~lkilian/  
35 The data for the RoW measure was obtained from the online supplement of the paper available on the 
homepage of the Journal of the European Economic Association 
(http://onlinelibrary.wiley.com/doi/10.1111/j.1542-4774.2012.01079.x/suppinfo).  
36 Note that, due to computational difficulties still being prevalent in both cases, we had to reduce the number 
of lags in the model to ݉ = 3. 
37 When we conduct calculations similar to the ones that we used to produce Figures 10 and 11, we find that the 
same is true with respect to the dynamic effects of the uncertainty proxies. 
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In summary, having conducted a battery of robustness checks that involved several modifications of 
our model’s specification and underlying data, we are able to confirm the results of the previous 
section. In all cases, we find a negative influence of oil price volatility on the U.S. business cycle that is 
statistically significant at the 5% level. With respect to the influence on the global business cycle, the 
results are more ambiguous. While the relevant coefficient is negative, but insignificant in the baseline 
estimation, it turns out to be significant for a non-negligible number of the subsequent robustness 
checks. Overall, we view our empirical evidence in the way that we cautiously confirm Jo’s (2014) 
finding of a negative impact of oil price uncertainty on global economic activity – specifically because ෠߰ଶଷ  is typically negative. Under all circumstances examined, however, this influence remains 
considerably weaker than the one measured for the U.S., suggesting that the latter is more susceptible 
to oil price uncertainty than the global average. Likewise, in this section we obtained strong additional 
evidence in favour of our hypothesis that oil price volatility raises precautionary demand and the spot 
price. Looking at the relevant column in Table 3, it becomes immediately evident that the parameter ෠߰ଷଷ  is highly significant and positive in all but one of the estimations. Finally, note also that the 
estimated influences of the business cycle volatilities, ෠߰ଶଶ and ෠߰ସସ, remain consistent with the theory 
of real options throughout most of our robustness checks. 

6. Conclusion & Outlook 
This study utilises a VAR, GARCH-in-mean, asymmetric BEKK model to re-examine the influence of oil 
price uncertainty on real economic activity in the U.S. and globally, while accounting for changes in 
world demand and supply of crude oil. Hence, in contrast to other papers in this area, we employ a 
four-variable model that includes the rate of change of the real oil price, a proxy for U.S. activity, as 
well as measures of global oil production and global real economic activity. We add a number of non-
standard components to increase the model’s explanatory power and the precision of our uncertainty 
proxy. The model is estimated with monthly data from 1975:08 to 2014:03 and economic activity is 
measured in terms of business cycle fluctuations, instead of economic growth as in previous studies. 

Our results show that oil price volatility is endogenous with respect to the other variables in the model. 
In addition to its inherent dynamics, oil price uncertainty is caused by unexpected shocks and volatility 
in the global supply and demand series, as well as in the U.S. business cycle. Significant asymmetries 
in the variance-covariance process suggest that these linkages are stronger when the respective shocks 
are regarded as bad news. Based on this evidence, we conclude that oil price volatility, to a certain 
extent, is also a gauge and channel of transmission of more general macroeconomic uncertainty and 
shocks. 

This might also be one explanation as to why we still find a highly significant negative influence of oil 
price uncertainty on the U.S. business cycle – even when accounting for the influence of changes in 
global supply and demand for crude oil, and for any direct effects of business cycle volatility. Our main 
result is confirmed by an extensive number of robustness checks. Furthermore, the estimates imply 
that the effect is economically important as well, particularly during the mid-1980s, early-1990s and 
during the crisis of 2008/09. Before 1985, on the other hand, oil price volatility is systematically lower 
than during the rest of the sample. Consequently, we find no evidence that oil price uncertainty might 
have contributed to the 1980 or 1982 recessions. Even though there is a volatility surge in 1979, our 
calculations document clearly that neither the timing, nor the magnitude of this increase would fit such 
a narrative. Similarly, the regressions consistently show that the impact on the global business cycle is 
much less pronounced. In our baseline model, for instance, the relevant coefficient is insignificant and 
less than a fifth in magnitude than its counterpart in the U.S. equation. Finally, we present evidence 
that oil price uncertainty has a highly significant impact on the real oil price itself, most likely reflecting 
higher demand in times of uncertainty due to precautionary motives. 
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To conclude, our study provides strong evidence in favour of the theory of real options and the role of 
uncertainty in business cycle fluctuations. The results are also largely consistent with that of earlier 
studies on the relationship between oil price uncertainty and economic growth.  

An interesting question for further research will be to find explanations for why the effect on the U.S. 
is comparably strong. A good starting point would be to estimate our model for countries with different 
economic structures. Also, given a proper identification scheme for structural shocks, our framework 
could be used to analyse the relative importance of first- and second-moment shock transmissions in 
more detail. Finally, future research might try to integrate other relevant factors into our model to get 
further insight about what oil price uncertainty actually represents and to control for additional 
sources of uncertainty. Some promising ground for this has already been laid out by Nazlioglu et al. 
(2015), and Antonakakis et al. (2014), for instance, who find significant relationships between oil price 
uncertainty and financial uncertainty, and oil price shocks and policy uncertainty, respectively. 
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Appendix I: Estimation Approach 
As in Fiorentini et al. (2003), our empirical approach is based on the assumption that the vector of 
endogenous variables ࢟௧ is generated by the following stochastic process: 

࢚࢟  = પ࢚(ࣂ૙) +  (૚࡭) ,࢚ࢿ(૙ࣂ)૚/૛࢚ࡴ

where the conditional mean vector પ௧(ࣂ଴)  and the conditional covariance matrix ࡴ௧(ࣂ଴)  are 
dependent on the vector of true parameter values ࣂ଴ and the information set given at time ݐ − 1, Ω௧ିଵ. We further assume that the innovations ࢿ௧ are identically, independently distributed and follow 
a standardised multivariate ݐ-distribution, i.e., ࢿ௧|Ω௧ିଵ ∼ ,૙)ݐ ,ேࡵ  .(଴ߥ

In order to estimate the true parameters ࣂ଴ and ߥ଴, the log-likelihood function for the sample of size ܶ, ்ܮ(઴), is maximised with respect to the parameter set ઴ = ,ᇱࣂ)  can (઴)்ܮ ,ᇱ. More specifically(ߥ
be written as 

(઴)்ܮ  = ෍ log ,௧|઴࢟)݂ Ω௧ିଵ)்
௧ୀଵ  (૛࡭) 

with 

,௧|઴࢟)݂  Ω௧ିଵ) = Γ ቀߥ + ܰ2 ቁΓ ቀ2ߥቁ ߥ)ߨ] − 2)]ேଶ ଵଶ|(ࣂ)௧ࡴ| ቈ1 + ௧ᇱࢿ ߥ(ࣂ)௧ࢿ(ࣂ) − 2 ቉ିேାఔଶ  (૜࡭) ,

where Γ(⋅) is Euler’s Gamma function.38 For simplicity, (࡭૛) ignores some initial conditions for the 
mean and variance of the model. Due to our model’s structure, however, in practice ்ܮ(઴) is only 
defined recursively and we have to choose some values of પ௧  and ࡴ௧  to initialise the likelihood 
function. For the mean model we condition on the presample values of ࢟௧. Regarding the initial value 
of ࡴ௧, we decided to use the residual covariance matrix from the VAR model, which we calculated for 
the sample period until the presumed date of the variance shift.39 

To solve the numerical optimisation problem, we make use of the algorithms implemented in the 
WinRATS 9.0 software package distributed by Estima. Specifically, we employ the method of Broyden, 
Fletcher, Goldfarb and Shanno (BFGS) as the main optimisation algorithm. Since BFGS is rather 
sensitive to the initial guess values for the parameter vector ઴, however, we use the simplex algorithm 
as a preliminary, derivative-free method to improve the starting values before they are handed over 
to BFGS.40 

As previous studies like Elder and Serletis (2010), Rahman and Serletis (2011), and Pinno and Serletis 
(2013) have noted, the estimation of multivariate VAR GARCH-in-mean models involves a large number 
of complex calculations and, hence, is prone to computational difficulties. This is not only because of 
the significant number of parameters that have to be estimated simultaneously, but also due to the 

                                                             
38 Cf. Fiorentini et al. (2003) and Bauwens et al. (2006). 
39 The common choice would be to use an unconditional expectation of the matrix derived from an earlier 
estimation – see, for example, Elder and Serletis (2010, 2011), and Bredin et al. (2011). In our case, however, due 
to the asymmetries and the suspected structural shift in the covariance structure, this is not feasible. We did, 
however, test a few alternative values with the baseline model and found that – except for a slight worsening of 
the statistical properties of the volatility series – our estimation results remained largely unchanged. 
40 Cf. Estima (2014), p. 120. 
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high degree of non-linearity within these models.41 We have to acknowledge that, in this regard, our 
framework constitutes no exception. To cope with the aforementioned problems, we, therefore, 
decided to estimate our model with a large number of different starting values for ઴. In general, the 
guess values are generated randomly, but to a certain degree they also improve systematically. To be 
more precise, we proceed as follows: 

Step 1. First, we estimate the model with the default starting values determined by RATS. We improve 
on these guess values with the simplex algorithm, before continuing the optimisation with the BFGS. 
The number of iterations for the simplex ߩ is chosen randomly between 1 and 15.42 

Step 2. We draw new initial guess values ઴ூ from a multivariate t-distribution with ten degrees of 
freedom, whereby the expected value of the distribution ઴ா and its covariance matrix are derived 
from the results in Step 1.43 The estimation is then started again with ઴ூ and a newly randomized ߩ. 

Step 3. Step 2 is repeated ݅ = 15 times. Whenever the random starting values lead to a higher log-
likelihood, ઴ா is updated to the corresponding parameter set.44 Also, when the algorithm achieves 
convergence to a maximum, we save ઴௠௔௫ூ   and ߩ௠௔௫  for future replication. Both variables are 
overwritten in case the BFGS later indicates convergence at an even higher likelihood. 

Step 4. Steps 1-3 are repeated ݆ = 50 times. We thus run the optimization algorithm for a total of 800 
times. After these repetitions, ઴௠௔௫ூ   and ߩ௠௔௫ are used to obtain the final result. 

  

                                                             
41 This concerns not only the link between the mean and variance equations, which is created by the inclusion of 
the GARCH-in-mean terms, but also other parts of the model. The BEKK coefficients, for instance, are not 
uniquely identified with respect to their signs because they enter the respective covariance equations only in 
squared or multiplicative form – see Engle and Kroner (1995). 
42 This ensures that the starting values for the main algorithm are randomized from the beginning and, hence, 
that the subsequent steps are not always conditioned on the same set of initial results. The preiterations interval 
is based on the recommendations by Estima (2014, p. 120). 
43 Note that we do not impose any restrictions on the model’s coefficients or their initial guess values. We do 
verify, however, that no starting value for ߥ is below four. In case any ߥூ  does not match this criterion, it is reset 
to the RATS default value of 20. This ensures that the first four moments of the distribution exist and, hence, that 
the likelihood function is defined – cf. Harvey et al. (1992). Note further that utilizing the coefficient covariance 
matrix from Step 1 is actually incorrect from a technical point of view, if the optimization algorithm does not 
achieve convergence. In practice, however, we find that in most of these cases the matrix is still relatively close 
to its counterparts in case of convergence and, hence, sufficiently accurate to be used for the random draws. 
44 In this way, the initial values may improve in course of the ݅ repetitions, as the distribution’s centre is shifted 
towards a higher likelihood. However, to avoid that the estimation gets stuck in a certain direction or drifts off 
into extreme or even non-computable territory indefinitely, it is necessary to reset the procedure after a certain 
number of repetitions. 
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Table A1: Log-likelihoods for the results discussed in the paper 

 Highest log-likelihood 
converged 

Highest log-likelihood 
computed 

Lowest log-likelihood 
computed 

A. Main Analysis    

Baseline model (݉ = 6) -2670.52819 -2670.19556 -2692.67479 

B. Robustness Checks    

Baseline model (݉ = 3) -2732.56822 -2732.56822 -2745.28394 

Baseline model (݉ = 9)  -2620.25289 -2619.30136 -2630.40378 

Variance shift in 1984:01 -2676.11412 -2676.10200 -2692.67408 

Variance shift in 1993:01 -2676.60321 -2676.59947 -2696.90708 

Reduced sample excl. the financial 
crisis -2228.00594 -2228.00420 -2251.15956 ݕଷ: Nominal WTI -2670.93469 -2670.93451 -2692.34105 ݕଷ: U.S. RAC -2530.28141 -2530.27661 -2545.17745 ݕଶ: proxy based on Lippi and Nobili’s 
RoW output (݉ = ݉) ଶ: Kilian’s GAIݕ 3112.68134- 3094.77970- 3095.11432- (3 = ,ଶݕ 3950.27121- 3941.02052- 3941.14407- (3 ߣ ସ: HP-filtered withݕ = 129600 -2694.90155 -2694.90105 -2716.84155 

Trivariate model global {ݕଵ, ,ଶݕ  ଷ}  -2456.75789 -2456.75789 -2457.26571ݕ

Trivariate model U.S. {ݕଵ, ,ଷݕ  ସ}  -2508.16255 -2508.16255 -2514.49665ݕ

Bivariate model global {ݕଶ,  ଷ}  -1765.17273 -1765.17273 -1765.40179ݕ

Bivariate model U.S. {ݕଷ,  ସ}  -1821.47881 -1821.47881 -1825.79338ݕ

 

Appendix II: Additional Results 
Table A2: Model selection with alternative lag orders 

Model Components AIC ܳெ௏(12) ܳெ௏(24) ܳெ௏ଶ (12) ܳெ௏ଶ (24) 

(1) Constants 8104 3166.592 
(0.000) 

4856.786 
(0.000) 

2460.835 
(0.000) 

3032.769 
(0.000) 

(2) + VAR(6) 6283 141.047 
(0.998) 

375.518 
(0.612) 

521.391 
(0.000) 

722.931 
(0.000) 

(3) + Diagonal BEKK 5897 173.256 
(0.830) 

424.163 
(0.077) 

279.439 
(0.000) 

415.989 
(0.126) 

(4) + t-distribution 5791 173.801 
(0.823) 

416.128 
(0.125) 

331.895 
(0.000) 

471.796 
(0.002) 

(5) + asymmetries, +variance shift 5715 173.150 
(0.832) 

419.343 
(0.104) 

231.199 
(0.028) 

413.097 
(0.147) 

(6) + spillover effects, + GARCH-in-
mean terms (full model) 5691 179.767 

(0.727) 
412.117 
(0.155) 

153.636 
(0.981) 

360.615 
(0.799) 

Notes: p-values in parentheses. Test statistics significant at the 5% level are printed in bold. 
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