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1 Preface

A post goes viral on Facebook: The recipient of the Nobel Peace Prize has been chosen, the latest election polls
have been released, a government minister has resigned – or the like. The more people who read this post or
click the “like” button, the more relevant it must be for a broader audience. And the more people who choose to
hide the post because they want to be exposed to fewer stories of this nature, the less relevant the subject must
be for the broad majority of users. Or perhaps not?

The following is undoubtedly how most people would intuitively interpret the logic behind social networks: The
more positive responses a post gets, the higher up it should be placed in the News Feed for the greatest number
of users. And, conversely, the more negative responses it gets, the less prominent its placement should be. In
fact, this is more or less how Facebook once deployed user reactions to judge a story’s relevance – until 2015,
when someone took a closer look and ascertained that 5% of all Facebook users were responsible for 85% of all
the posts blocked using the “hide” feature. These super hiders were somewhat of a mystery. They removed
almost everything that appeared in their News Feed, even posts that they had commented on only a short time
before. Were they really so dissatisfied with the algorithmically curated content that Facebook was showing
them?

As it turns out, the super hiders were not at all dissatisfied, a fact subsequently revealed by a survey. They were
using the “hide” feature not as it was designed, i.e. to express antipathy, but simply to organize their posts the
way other people keep their in-box tidy by deleting e-mail. Once this fact came to light, Facebook changed the
way it assessed relevance, no longer assuming that when users hide a post they are necessarily making a strong
statement of dislike.

This story is a prime example of three developments examined in this working paper:

 Algorithmic processes influence social discourse, for example by prioritizing posts in social networks
and search engine results, thereby structuring public opinion.

 Algorithmic systems also interpret the reactions people have to an item as a sign of the item’s
relevance.

 Human perceptions of media content and an assessment of the content’s relevance is, depending on
context, subject to cognitive distortions and therefore difficult to ascertain.

The algorithmic processes used by social networks and search engines influence which content supplied by
editorial media is seen in the digital sphere by more than half of all Internet users in Germany and how they
perceive it (see Section 2.2). The formation of public opinion is “no longer conceivable without intermediaries,” as
Schmidt et al. (2017: 98) put it.

These developments offer opportunities and pose risks. Thanks to algorithmic decision-making (ADM), user
reactions and interests are playing an ever-greater role in the public sphere. This can result in new topics and in
media content provided by previously unknown individuals or organizations being disseminated and finding a
broad audience more quickly. Thus, channels such as social media can also influence editorial media, since
journalists use them as sources for their reportage and as a sign of the public’s interest. One risk is that people
will incorrectly assume a post is representative of general opinion or unheedingly equate popularity with
relevance. Because of design flaws, algorithmic processes can also systematically distort predictions of
relevance, as the example of the super hiders demonstrates.

This working paper provides an overview of the known interplay between how intermediaries such as Google and
Facebook are designed and the psychological mechanisms that determine users’ perceptions and behavior. To
begin, the area of analysis is defined based on empiric data documenting media use, i.e. it is limited to those
social networks and search engines that play a particularly decisive role in shaping public opinion (Chapter 2).
Chapter 4 outlines key aspects of the structural changes affecting public opinion in the digital realm, i.e. the
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“bottleneck” is not the publishing of content per se, but the degree to which it receives attention. Based on this,
the subsequent analysis in Chapter 5 examines the significance such processes have for public perception, i.e.
what do intermediaries who employ ADM processes do differently? Chapter 6 looks at how these developments
relate to the guiding principles traditionally used by editorially curated media to form public opinion. Chapter 7
outlines possibilities for intervention that can reconcile the impacts of these structural changes on public opinion
with the aforementioned guiding principles.

This working paper is part of an exploration of the topic “Participation in the Age of Algorithms and Big Data”
which the Bertelsmann Stiftung is using to examine how phenomena taking place in the digital sphere are
influencing social participation. Previously published papers in this series include an analysis of international case
studies depicting the use of ADM processes in areas such as law enforcement and education (Lischka and
Klingel 2017) and a proposal for determining the potential impact of ADM processes on participation (Vieth and
Wagner 2017). As we see it, social discourse is relevant for participation, since the term “participation” is
understood in this paper to denote equal inclusion of individuals and organizations in political decision-making
and will-building processes and the fair inclusion of all in social, cultural and economic developments. Moreover,
will-building includes public opinion as formed through the media in their various forms. We are dedicating an
entire working paper to this topic since the interdependencies are complex and ADM processes play a role in the
everyday lives of a relatively large number of people in Germany.

This analysis is our first tentative contribution to this debate. We are publishing it as a working paper under a free
license in order to add to a rapidly developing field in a way that others can easily build upon.

The manner in which the forums are structured that a society uses to enter into discourse shape the discourse
itself. Winston Churchill expressed this concisely in October 1943 when, addressing Parliament on the subject of
rebuilding the House of Commons, he called for an architectural design that would have the governing and
opposition parties facing each other. “We shape our buildings and afterwards our buildings shape us” (Churchill
1943: 403). Instead of parliaments, online platforms and social media are now having an increasing impact on
public discourse. Thus, this paper provides insight into the architecture of the digital sphere.

Ralph Müller- Konrad Lischka Lischka
Senoir Expert Project Manager
Taskforce Digitization Taskforce Digitization
Bertelsmann Stiftung Bertelsmann Stiftung
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2 Introduction

This working paper examines the impacts that algorithmic decision-making (ADM) systems could have on public
discourse and public opinion in the future. Chapter 3 (“What it’s about”) shows that ADM processes already
play a significant role in the media content many people come in contact with every day. Intermediaries such as
search engines and social networks provide a growing part of the population with information that, just a few
years ago, was supplied by traditional media outlets. Over 57% of Internet users in Germany keep up with current
events through search engines and social networks. In the United States, 44% of adults now use Facebook as a
regular source of news.

Chapter 4 (“What’s changing”) shows that both search engines and social networks sometimes deploy other
criteria when ranking and making content available than journalists do who work for traditional publications. The
ranking itself is determined by a complex interplay of user behavior and algorithmic systems: Users interact with
potential content that has already been pre-selected by algorithms, doing so in a way that is often fast and
emotional and that more or less lacks any true discernment. Moreover, the users’ behavior is potentially geared
toward objectives that are not related to gaining information. Users on social networks, for example, are often
concerned with managing their identities; in other words, they do not share posts primarily because they want to
make content available to other people, but because the shared information reflects their self-definition or signals
their desire to be seen as a member of a specific group.

Chapter 5 (“Where it’s leading”) presents empiric findings and the factors having an impact in light of the
aforementioned structure and the way intermediaries are currently shaping public discourse. These factors
potentially promote polarization: On the one hand, they include psychological factors affecting people’s
perceptions and behaviors, for example the tendency users have to share news that they themselves have not
read, and certain cognitive distortions such as the availability heuristic. On the other hand, the intermediaries’
decisions and activities also play an essential role, especially their efforts to optimize their products in order to
ensure a maximum of user interaction. The intermediaries’ platforms are designed to foster a certain type of
cognition, one that increases the probability of fast and unconsidered behavior. The combination of these factors,
coupled with the disempowerment of traditional gatekeepers and the ubiquitous possibilities for global publication,
apparently leads to tunnel vision, at least among some people, when it comes to their medial world view. People
who already have extremist attitudes can use such platforms to withdraw into the company of like-minded
individuals, ignoring information that could challenge their set opinions and even feeling more inclined to maintain
their beliefs as they actively reject discordant ideas. This tendency is reinforced by ADM systems. A further factor,
whose influence can now be proven but which cannot yet be quantified reliably, is the manipulation of relevance-
signaling events through clandestine technical interventions such as the use of so-called bots. The interplay of
psychological variables, intermediaries’ design decisions and external distortions of the signals measured by
intermediaries is apparently leading to increased polarization, at least among some users, both in terms of how
they perceive content and their social and political views. It seems, however, that this process of polarization also
depends on a series of other factors unrelated to ADM systems, such as how old users are and the political
systems found in different countries.

The new public discourse arising from use of these platforms does not adhere to the same criteria as the one
produced by traditional media, as Chapter 6 (“How things should be”) illustrates. The new methods and media
do not grant the same pivotal role to traditional social principles such as integration and respect for the truth.

Chapter 7 (“What we can do”) presents initial solutions for the outlined problems which can be applied on the
micro, meso and macro level. One promising approach would be to work directly with the developers and
operators of platforms that use ADM systems. These efforts could, for example, make it easier to research and
evaluate such systems from the outside; they could also introduce guiding principles that go beyond the ones
intermediaries have previously adhered to.
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Responses are also conceivable on all three levels regarding users’ perceptions within the outlined processes.
One activity that would undoubtedly prove beneficial is increasing awareness among the general public of the
existence of ADM systems, not to mention the impact the systems can have and how they can affect user
behavior. Another helpful response, especially as an antidote to the manipulation of public opinion through the
willful spreading of disinformation, would be the dissemination of detailed information about the current situation
and the strategies and methods employed by purveyors of disinformation. It might also make sense on the macro
level to invest in independent research, with the explicit goal of producing academic studies that can shed light on
and rectify methods of cognition that are intellectually less demanding and, thus, less suitable for social
discourse. Examining user interfaces and the systems designed to engage and reward users, these studies
would identify cognition styles that are profound, exacting and less susceptible to error.
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3 What it’s about: Algorithmic processes are influencing public
discourse

3.1 Introduction: Captain Kirk and the anti-vaxxers

The man that most people know as Captain Kirk provided a telling exampling in early 2017 of how the media and
communications landscape has changed in the last decade. Actor William Shatner portrayed Kirk in the television
series Star Trek and his character liked to squabble with the starship’s chief medical officer “Bones” McCoy. In
2017, Shatner got into a very public flap with another doctor, this time a real one. The way this public dispute
played out and its outcome highlight an entire series of factors which demand that, in the age of digital
communication, social participation be reconsidered and safeguarded.

The disagreement began after Shatner posted a tweet on Twitter, the US-based communications platform
(Levinovitz 2017). He endorsed Autism Speaks, an organization founded in the US in 2005 to help individuals
affected by autism, and their family members, to respond to the condition. According to the organization, it
advocates for people with autism; in the past, however, it had been subject to criticism and calls to boycott it. For
numerous reasons, many people with autism do not feel Autism Speaks represents them. Moreover, for a long
time the organization maintained that autism is caused by vaccines, an assertion for which there is no scientific
evidence.

Shatner has 2.5 million followers on Twitter, an audience, in other words, that could only be reached a few years
ago by professional media organizations. What he says on the platform gains currency, if only because so many
people read it. His Autism Speaks tweet received a great deal of attention, especially from people who are highly
critical of the organization.

Shatner has been active for quite a while on behalf of people with autism and does not at all subscribe to the
conspiracy theories advanced by those who oppose vaccines. He vehemently denied the accusation that he
supports a questionable organization. Tweets on Twitter were, at the time, limited to 140 characters and, because
of the abridged nature of the messages, the risk of a misunderstanding is considerable. If one does occur, it can,
in turn, lead to heated debate. Exactly that is what happened here.

As tempers flared, a medical professional got involved who had already engaged at length with the conspiracy
theories surrounding vaccines. David Gorski, an oncologist at Wayne State University in Detroit, writes for a
number of blogs including Science Based Medicine, which advocates for evidence-based interventions and
against pseudo-scientific assertions. Gorski thus has many enemies among those dogmatically opposed to
vaccines.

In several tweets directed at Shatner, Gorski explained – politely, in detail and in a way that was completely open
to the public – why Autism Speaks is a controversial organization. Shatner reacted as many in this type of
situation would: He typed Gorski’s name into a search engine.

He then began to share with abandon what he found with his 2.5 million Twitter followers – for example an article
about Gorski taken from a highly suspect website called TruthWiki, which is run by a vaccine opponent and
conspiracy theorist. In the article, Gorski is disparaged as a “a paid shill of the powerful vaccine industry” who
represents a “pseudo-scientific religion” and who has a propensity for “insane rants.” Shatner shared another
article he found online which accuses the oncologist of of deliberately promoting cancer-causing medical
interventions because he financially benefits from cancer patients”. Additional links to false, presumably litigable
claims about the medical practitioner followed.
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Gorski, who endorses science-based methods and refutes conspiracy theories, which can prove lethal, especially
in cases like these, was presented to an audience of millions as a malicious, avaricious charlatan.

Many users supported Gorski. One asked Shatner why he had not read and linked Gorski’s Wikipedia entry,
which correctly lays out the facts. Shatner answered that TruthWiki was higher up in his Google search results.
You can find it “All on Google,” the actor maintained, as if that itself was a sign of quality.

The pages linked in Shatner’s tweets were all published by right-wing conspiracy theorists; a number of the sites
were even created by the same person. A willingness to reject evidence-based procedures, even chemotherapy,
and simultaneously advance right-wing ideas is remarkably widespread in certain circles in the United States.

Days later Shatner was still using his Twitter account to spread disparaging remarks about Gorski and he
received robust, ongoing support from users who militantly oppose vaccines. Yet neither is the actor, by his own
admission, against vaccines, nor does he openly subscribe to conspiracy theories. He simply felt he had been
attacked and was punching back.

The case is a prime example of the many factors that have led to a radical change in how public discourse is
conducted and public opinion formed.

 On today’s communications platforms, the traditional boundary between personal and public
communication has disappeared.

 As a result, individuals, in this case William Shatner, can suddenly interact with an audience of
millions. In this context, communications specialists talk about the disempowerment of traditional
gatekeepers – journalists, press offices, etc.

 Individuals have access to completely new and powerful, but by no means infallible, methods for
locating information in the blink of an eye, for example by using search engines such as Google.

 These tools adhere to certain algorithmic parameters.
 The criteria that algorithms use to measure relevance often do not correspond to the criteria that

reputable journalists or researchers would use.
 In many cases the algorithms work descriptively, for example they show which links were clicked

particularly often in the past. Yet many users assume the results are normative (“higher up in the
Google results”).

 In the case of certain extremely controversial issues such as the false assertion that there is a
correlation between autism and vaccines, small but highly motivated user groups can, by virtue of
their online activities, ensure that a massive divergence occurs between content quality and
“relevance” as determined by algorithms.

 The way that communication takes place on digital channels can lead to a rapid escalation of what
are actually trivial conflicts, even when, in terms of content, no de facto disagreement exists between
participants.

The above example took place in the United States. Some of the factors and mechanisms that gave rise to it
have not played a significantly equivalent role in Germany until now. For example, just over 2% of all Internet
users in Germany get their information from Twitter on a regular basis (Hasebrink, Schmidt and Merten 2016). In
contrast, many others in Germany, as elsewhere, are actively creating a new form of public discourse.

This paper has thus been written to shed light on a number of fundamental questions relating to the social
relevance for the public discourse of algorithmic decision-making (ADM) processes.

How are ADM processes changing public discourse? How can and should public discourse take place in a
democratic society increasingly beholden to such processes? Do interventions exist and, if so, what are they?

First, however, a brief summary will be given based on currently available empiric data. The summary illustrates
the impact that intermediaries and ADM processes are now having on public opinion and public discourse.



Page 12 | What it’s about: Algorithmic processes are influencing public discourse

3.2 Intermediaries that are particularly relevant for the formation of public
opinion

If one is searching for an image that immediately reveals how digitization has changed public life in the last 10 to
15 years, pictures of people riding the subway anywhere in the industrialized world would be a good choice.
Photographs of rush hour from the year 2006 show a complicated dance, i.e. commuters trying to avoid disturbing
the person next to them, since every other passenger has a newspaper in his or her hand. Back then, folding and
holding the paper to ensure it did not invade the space of one’s fellow riders was an art that people practiced
daily.

Photographs from 2016, 10 years later, reveal something completely different, even if most passengers were still
concentrating on media content: People were staring at smartphones, regardless of whether the photograph had
been taken in the subway in New York, Berlin or Tokyo. The year that Apple presented its first iPhone, 2007,
marks a watershed in the history of the human race. Even though mobile devices already existed that could
receive e-mail and access specially designed websites, only once the iPhone appeared was a new standardized
format available that made it possible for people to interact with the new digital universe while they were on the
go. This innovative format was a rectangular device, usually held upright, whose front consisted entirely of a
touch-sensitive screen and which was outfitted with at least one camera and a number of sensors allowing the
device to orient itself spatially, among other useful functions. The smartphone is the end point – for now – of a
development that the British cultural critic Raymond Williams foretold with amazing prescience in 1974 using the
phrase “mobile privatization” (Williams 1974). The term described the increasing personalization of social
experiences that Williams believed would occur as the result of technological advancement. The appearance of
the Sony Walkman n 1979 proved him right: Suddenly it was possible for people to move about in public within
their own acoustic universe, adding a soundtrack to their everyday lives.

With the smartphone, considerable progress has been made in providing people with their own totally
individualized media and communications environment. There is a fundamental difference between the
newspaper perusers in the subways of 2006 and the smartphone users found there in 2016: In the case of the
former, one glance is enough to reveal what they are doing; in the case of the latter, a glance reveals virtually
nothing. Are they reading an article on a newspaper or magazine website? An entry in a professional journal? A
comment posted on social media by a friend? Or by a celebrity such as William Shatner? A professional or
personal e-mail? Are they in the process of purchasing something? Are they looking for an audio book or a song,
or are they assembling a playlist to listen to through their earbuds during the rest of their journey? Are they
playing a game? This list could be extended indefinitely, and each month brings even more uses for these mobile
computers. At the same time, the media and communications experiences made possible by smartphones are
personalized using another method, one already used back when the World Wide Web had yet to go mobile:
algorithmic filtering.

In Germany, “Intermediäre” (intermediaries) is the term now commonly used to refer to sites that share and filter
information (Hasebrink, Schmidt and Merten 2016; Schmidt et al. 2017). Researchers at the Hamburg-based
Hans-Bredow-Institut use this term to refer to search engines such as Google and Bing and video sites such as
YouTube, along with more visually oriented communications platforms such as Snapchat and Instagram, and
more traditional instant messaging services such as WhatsApp. According to statistics from TNS Infratest, over
57% of all Internet users in Germany regularly use such intermediaries to keep abreast of current developments –
in other words, not just to chat with friends or consume entertaining content. Search engines are the most popular
intermediaries, used by almost 40% of the German population, followed by social networks such as Facebook, at
over 30%, and video sites such as YouTube, at over 9%. According to the statistics, 8.5% of users avail
themselves of instant messaging services to stay informed, services in which ADM processes currently do not
play a role. In terms of serving as a source of information, there are clear market leaders among the
intermediaries, namely Google among search engines (37.9%) and Facebook among social networks (24.1%). In
comparison, Microsoft’s search engine, Bing, is only used by 2% of Germany’s online surfers and Twitter by 2.1%
of its social networkers to stay up to date. Overall, more than 54% of those people who get their news from the
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Internet have regularly used search engines or social media to view content provided by traditional sources such
as the websites operated by newspapers, magazines and TV broadcasters.

If one expands the focus beyond news-seeking purposes, the picture becomes much clearer: Over 95% of all
German Internet users access at least one intermediary every day (for any number of reasons), with Google the
clear leader (78.6%) followed by YouTube (42%) and Facebook (41.8%). In terms of instant messaging services,
which play a subordinate role in the subject under examination here, the Facebook subsidiary WhatsApp leads
the field, with almost 75% of all Internet users in Germany using the application every day.

If one asks users which products and services are particularly important to them when they are looking for news
and information, the results are similar (Ecke 2016), see also Figure 1.

Figure 1: The most important intermediaries for information, according to German users

Figures in percent; daily reach = use yesterday. Base: 23.252 million Internet users 14 years or older in Germany who used at
least one intermediary yesterday, n=669. Question: “You used the following as a source of or access to information on current
events in the areas of politics, business and culture. Which of these sources is the most important for you?”
Source: Kantar TNS. Berlin, in Ecke, 2016: 21.

Based on these and other data, Hasebrink et al. (2016) arrived at the conclusion in 2016 that “processes for
forming public opinion are no longer conceivable without intermediaries,” even though the latter are “only one
element in the process of forming public opinion.” A person’s own social environment “remains important” as does
the “reportage done by trusted journalistic media” (ibid.).

It must be noted that, as in almost every area affected by digitization, the figures cited here reflect the situation at
only that point in time in 2016 when the data were collected; the number of users changes constantly, as does the
way they use the corresponding products and services. At the beginning of 2016 in the US, where developments
in this area are always slightly more advanced than in Germany, 44% of all adults were using Facebook as a
news source more often than just “rarely” (Gottfried and Shearer, 2016).

Moreover, it is true on both sides of the Atlantic that the younger the surveyed target group, the higher the
percentage of those who keep up to date using social networks, video platforms and search engines – and the
lower the percentage of those who make use of traditional media such as daily newspapers (Mitchell et al. 2016).

A second important development is the increasing significance of social networks as a point of entry and
facilitator of contacts for other content providers. US-based Parse.ly, which offers website operators analytic tools
and therefore has access to traffic statistics for thousands of providers, also evaluates annually how many visitors
come to the analyzed sites and from which locations. At the end of 2012, Google was the clear leader, accounting
for over 40% of all traffic directed to the analyzed sites; Facebook’s share was approximately 10%. In mid-2015,
Facebook surpassed Google for the first time, with both having shares of just under 40%.

People who use such intermediaries, excluding instant messengers, in order to access information always come
in contact with ADM processes (Gillespie 2014). The posts shown in a Facebook News Feed, whether they
originate from the user’s friends or from media sources whose Facebook pages are being followed by the user,
are automatically ranked according to certain criteria. The same is true for search engines, i.e. the results
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returned by every Google query have been sorted according to specific criteria. What is surprising is that many
users apparently still do not know that.

When researchers from California asked Facebook users in 2015 how the order of the posts on their own News
Feed was determined, over 62% said that all of the posts from their friends and all the accounts they follow on
Facebook are shown. Some suspected that something else might also be happening, but they had no idea what.
One respondent was quoted thus: “I have like 900 and some friends and I feel like I only see 30 of them in my
News Feed. So I know that there’s something going on, I just don’t know what it is exactly.” (Eslami et al. 2015).

In sum it can be said that, for a growing part of the population in industrial nations, intermediaries – above all
search engines and social networks – are a key venue for gaining and absorbing information relevant to social
participation. This is all the more applicable the younger the cohort is. Although traditional media channels,
especially television, continue to play a major role, developments in recent years clearly show that intermediaries
and thus ADM processes are becoming increasingly important for the dissemination of information. Yet many
users remain unaware that ADM processes are at work.

Recent developments have shown that even the largest of these new intermediaries, Facebook and Google, are
thinking about the growing responsibility they bear. After an extensive debate on the role that fake news spread
by Facebook might have had in influencing the 2016 US presidential election, Facebook CEO Mark Zuckerberg,
who had consistently denied that his company had had any effect, said: “We don't want any hoaxes on Facebook.
Our goal is to show people the content they will find most meaningful, and people want accurate news. We have
already launched work enabling our community to flag hoaxes and fake news, and there is more we can do here”
(Zuckerberg 2016).

On January 31, 2017 this vague announcement was followed by a more detailed one, namely that Facebook
would be “incorporating new signals to better identify and rank authentic content” (Lada, Li and Ding 2017). At
Facebook, the idea has thus clearly been taken onboard that the company’s algorithms can be used to form
public opinion, a recognition that has become apparent in the form of technical changes.

At Google, such quality assurance mechanisms have been in effect for a while. Evaluators, known as quality
raters, regularly input predefined queries into the company’s search engine and then use a series of criteria to
assess the results. The handbook for these raters also includes a section on so-called Your Money or Your Life
(YMYL) pages (Google 2017). According to the handbook, the pages in this category include those that could
“potentially impact the future happiness, health, or financial stability of users.” In addition to pages containing
financial or medical information, this category explicitly includes news articles or “public/official information pages
important for having an informed citizenry” and “webpages that include information about local/state/national
government processes, people, and laws” and “news about important topics such as international events,
business, politics, science, and technology.” The raters are called upon to “please use your judgment and
knowledge of your locale” (ibid.).

The major intermediaries are thus already behaving in a way which reflects the assumption that outcomes from
their systems and processes have an effect on information in the public sphere. Before we turn to the question of
what the empiric data informing this assumption look like, we must clarify the terms and concepts used here.

3.3 Conceptual background

This paper examines providers in the digital sphere that have an impact on social discourse and public opinion, or
more precisely, providers that make use of ADM processes. Websites that are particularly relevant for forming
public opinion can be classified according to user behavior (see Section 3.2). German Internet users cite Google,
Facebook, YouTube, WhatsApp and Twitter, in that order, as their most common sources of information, direct or
indirect, for current events in the political, business and cultural spheres (Ecke 2016: 21). We will therefore
consider these sites here and will identify the overarching design principles relevant to our analysis.
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3.3.1 Intermediaries and their design principles
In the German debate, “Intermediäre” (intermediaries) has become the general term now commonly used to refer
to these providers. “Informationsintermediären” (information intermediaries) is sometimes also used to denote
those providers or services that play an important role in the social discourse. The term was coined by Schulz
and Dankert (2016) although it “has neither clearly defined contours, nor any basis in theory” (ibid.: 13). The term
is sufficient for the tentative analysis offered here. What is meant are “digital services … that play a mediating role
between users and content” (ibid.: 19). Mediation is a design principle shared by all five information
intermediaries in Germany most often cited by users, as seen in Table 1.

Table 1: Design principles of key intermediaries in Germany

Characteristic Google
(search) Facebook YouTube WhatsApp Twitter

Mediation (between public and third-party services;
functions such as finding and aggregating
information)

yes yes yes yes yes

Delivery (complete third-party content is delivered
using the intermediary’s infrastructure)

no
(excerpts)

yes
(partially)

yes yes
yes
(partially)

Structuring (content from third parties is ranked
according to relevance determined by intermediary)

yes yes yes no
yes
(optional)

Algorithmic decision-making (for determining
relevance and selecting displayed content)

yes yes yes no
yes
(optional)

Social network (users define their own identity and
relationships)

no yes yes yes yes

Source: The authors.

The other design principles apply to the five providers to varying degrees. The following provides a short
discussion of the differences and, derived from that, a definition of intermediaries as used in this paper.

Delivery: Most services use both models. On the one hand, they merely link to content released elsewhere by
third parties; on the other hand, they provide third parties with the infrastructure for publishing and disseminating
content. Facebook, for example, allows links, but also the publication of texts, videos and photos using the
Facebook infrastructure; the same is true of Twitter (although only for certain elements such as photos and
videos). Complex hybrid forms also exist, such as Google’s Accelerated Mobile Pages. In the German discussion,
services with their own infrastructure for storing and delivering content are often referred to as platforms (see for
example Schmidt et al. 2017: 9). Ultimately this criterion is not decisive for the scope of this paper: All providers
serve as intermediaries for all content, regardless of the infrastructure the content is made available on.

Structuring public discourse and the use of ADM processes are a common characteristic of all providers, with the
exception of the instant messaging service WhatsApp. WhatsApp employs a structuring logic that Facebook and
Twitter gave up years ago: When users on WhatsApp establish a link to another user, they can see all of the
latter’s posts. This makes WhatsApp a special case. Its service more resembles applications designed purely for
interpersonal communication such as e-mail. In their current form, providers such as WhatsApp are not relevant
as information intermediaries for the purposes of this paper. They mediate between users and third parties, but
structure public discourse solely according to users’ chosen signals (contact / no contact). This hardly differs from
the principle underlying a mailing list or forum. In contrast, we are focusing here on providers who use ADM for
structuring purposes, i.e. for “de- and re-grouping of information” (ibid.: 20). Personalization is in most cases a
form of re-grouping, even if, unlike others such as Schmidt (ibid.: 20), we do not see personalization as an
organizational principle necessarily inherent to informational intermediaries. A list of the day’s 20 most important
topics created using an algorithm based on user behavior is relevant, even if it is not personalized. If all of a
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provider’s users who speak the same language see this selection of topics on the website’s landing page, then
that too influences public opinion.

Social network: In this paper, we do not use this design principle to define intermediaries. Most services
encourage users to create an individual profile and to link to a network of friends that can be evaluated using
algorithms. And while these signals are helpful for structuring public discourse using ADM, they are not a
prerequisite for doing so. This becomes apparent when one looks at Twitter and at Google searches, which offer
non-registered users a structured selection based on readily available characteristics (language, location, etc.)
and evaluations of other users’ behavior.

Definition: Intermediaries who use algorithms to structure public opinion

For the purposes of this paper, three characteristics distinguish intermediaries (after Perset 2010: 9):

(1) They mediate between third parties whose interaction gives rise to public discourse and public opinion. The
third parties can be private individuals, journalists or editors at media outlets, representatives of business
organizations, policy makers and public administrators.

(2) They disseminate and/or make available content created by third parties. In doing so, they re-group the
content based on principles they have developed for determining relevance. They define the conditions for
accessing content and the matching mechanisms.

(3) They use ADM processes for assessing relevance and selecting displayed content.

3.3.2 ADM processes
We use the term algorithmic decision-making (ADM) processes as Zweig (2017) defines it, namely for automated
processes that:

 use an algorithm to evaluate a situation or a person or to predict the probability that a situation will occur,
and

 subsequently react aided by the (sometimes indirect) activation of an element, and thus directly affect the
lives of human beings.

As commonly used elsewhere, we also employ “ADM process” as the shorthand for this phenomenon.1
Intermediaries who use ADM processes to structure public opinion predict the potential demand for certain
content and adjust their offerings to reflect that prediction (Napoli, 2014, S. 34). This selection determines which
aspects of the public discourse people are confronted with when they use websites such as Google and
Facebook.

The selection occurs de facto in a far more complex manner. As a rule, multiple ADM-driven programs interact
and reference various parameters – so-called blacklists, for instance – during the decision-making process. One
example would be the module used by the German Federal Review Board for Media Harmful to Minors (BPjM
n.d.), which the board provides to intermediaries such as Google so results can be generated in which content
inappropriate for minors does not appear at all.

For the purposes of this paper, the algorithmic portion of the decision-making process is of primary importance.

1 The term is used, for example, in USACM 2017; Ananny and Crawford 2016; Goodman and Flaxman 2016; Mittelstadt
2016a; and Zarsky 2016.



What it’s about: Algorithmic processes are influencing public discourse | Page 17

3.3.3 Participation
“Participation” as used in this paper denotes the equal inclusion of individuals and organizations in political-
decision and will-building processes, and the fair inclusion of all in social, cultural and economic developments.
This means, first, participation in democratic processes – i.e. political equality – and, second, participation in
society’s achievements: everything from “suitable living and housing conditions, social and health protection,
adequate and universally accessible educational opportunities and inclusion in the labor market to various
opportunities for spending one’s leisure time and determining how one lives one’s life” (Beirat Integration 2013).

One prerequisite of participation in this sense is that the material resources available to all are above the
minimum level required for ensuring everyone can be part of society. The guarantee of social and political
participation thus presupposes a “basic equality of social necessities” (Meyer 2016). Elements of this basic
equality are described, for example, in the Universal Declaration of Human Rights and in the International
Covenant on Economic, Social and Cultural Rights (Bundesgesetzblatt 1966). Targeted investments in the
development of individual skills are necessary to enable equal participation in this sense (Bertelsmann Stiftung
2011: 31). It is the responsibility of the state and of the community to continually empower each individual to take
advantage of the opportunities available to him or her.
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4 What’s changing: Structural transformation of public discourse

4.1 Key aspects of the structural change

The intermediaries in Germany who are especially relevant when it comes to public discourse all use ADM to
personalize the selection and structuring of content. Facebook has been personalizing its News Feed since
September 2006 (Facebook 2006). Google has been doing the same since 2009 worldwide, even for users who
are not logged in (Horling and Bryant 2009). It has been the practice on Twitter since the beginning of 2015
(Rosania 2015), if users do not explicitly opt out (Twitter 2017). The principles (see Section 3.3.1) used by these
intermediaries are leading to a structural change in public discourse. The following summarizes the opportunities
and risks for six aspects relating to this trend that are of key importance for this paper.

Table 2: Key aspects of the structural change transforming public discourse

Aspect Description Opportunities Risks

Disconnect
between
publication and
reach

Anyone can publish what they
want, even if not everyone finds
an audience. Content gains
attention only after people
interact with ADM processes
(Dobusch 2017).

Larger, more easily accessible
range of media, since
gatekeepers do not determine
what gets published.

Less diversity because of filtering
by a few predominant
intermediaries and ADM processes.

“Unbinding” of
publications

Reach is determined at the level
of each post or article, placement
within a publication results in
fewer articles on intermediary
sites.

Greater diversity of media.
Opportunities for gaining
attention are more widely
spread. Media can subdivide
diverse public into segments.

Publications are less frequently
seen as a hallmark of quality.

Unpopular but relevant issues are
less likely to be seen.

Personalization Users learn more about the
areas that interest them.

More in-depth information,
greater mobilization.

Filter bubbles

Echo chambers

Public’s greater
impact on reach

User reactions influence overall
ADM process and the reach of
every post.

Democratization due to public’s
greater influence. More dynamic
agenda.

Narrowing of attention to issues
and tonalities favored by ADM
processes.

Centralized
selection

There are fewer intermediaries
than editorially curated media.

More easily accessible, diverse
media.

Less diversity due to filters.

Interaction
between human
and machine-
based curation

Editorially curated media
consider responses on
intermediary sites as a sign of
public interest.

Greater chance of
dissemination of new, non-
established topics and actors in
editorially curated media.

Erroneous assumptions about the
representative nature of
algorithmically ranked statements
and actors.

Exoneration through inclusion in
editorial media.

Without the structural transformation of public discourse outlined above, phenomena such as the rise and fall of
upstart political actors, e.g. Germany’s Pirates Party, would be largely inconceivable. This means that a new
potential for mobilization exists when it comes to organizing movements around specific issues. As Dobusch
notes:

Thanks to the Internet and digital technologies, voices are heard and seen today, or even arise at
all, that were not previously present in the public sphere…. Never before were our societies so
open to public pronouncements. Yet it is not only this openness to pronouncements of all sorts; it
is also the algorithmically prepared dissemination and reinforcement via platforms such as
Twitter, YouTube and Facebook that expands this openness yet again. (Dobusch 2017)
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The comparison of the publication processes below shows the crucial new role played by user reactions and
algorithmic processes. Both determine, via intermediaries, how much attention content receives. We are positing
the hypothesis that user reactions and ADM processes cannot be clearly arranged in a linear sequence of
causality. The following section analyzes in detail how these factors interact.

Figure 2: Organization of algorithmically structured public sphere (after Dobusch 2017)

4.2 Criteria used by editors to measure relevance

The way that journalists decide what merits reporting and how news and information are weighted has been the
subject of intensive debate for almost 100 years and now has a comprehensive body of research dedicated to it.
The US-based journalist and media critic Walter Lippmann first defined criteria determining an event’s news value
in 1922 (Lippmann and Noelle-Neumann 1990). In the ensuring decades, numerous sets of criteria were
published and discussed at length (e.g. Galtung and Ruge 1965; Schulz 1976). In 2013, Siegfried Weischenberg
listed significance and interest on the part of the public as factors creating news value, factors that he then
divided into in a series of subfactors (Weischenberg 2001): the extent and consequences of the event (as
subfactors of significance); and proximity, prominence of the persons involved, timeliness and human interest (as
subfactors of the public’s interest).

The manner in which factors are weighted by editors of course depends on the relevant medium’s focus and the
way it defines itself. According to Weischenberg, significance plays a greater role in hard news, and interest on
the part of the public is more important for soft news. Hard news is defined as including news from the political
and business spheres, while soft news includes news about celebrities or other reportage that is at least partly
entertaining.
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4.3 Criteria used by intermediaries to direct attention

Facebook and Google use a different procedure to determine what is relevant than do journalists, for example.
The following section concretizes what these intermediaries actually do in this regard. At first glance it seems
trivial, since both organizations manage to describe the gist of their ADM processes in a single sentence:

 “The algorithm looks at your query and uses over 200 signals to decide which of the millions of pages
and content are the most relevant answers for that query” (Google 2016).

 “Rather than showing people all possible content, News Feed is designed to show each person on
Facebook the content that’s most relevant to them” (Boland 2014).

Yet what does “relevant” mean? Relevance is a human concept and thus not directly measurable. In the
following, we analyze how two intermediaries, Google and Facebook, measure relevance. We concentrate on
examples that demonstrate the interplay of human perceptions and machine-based decisions, from which basic
principles can be derived. For that reason, we merely outline some of the factors that Google and Facebook are
known to deploy. We use information provided by the two intermediaries and by external researchers. The goal is
to gain an impression of the factors relevant for the decision-making process, not to offer a statement about their
absolute significance.

4.3.1 Google
Google lists “more than 200 signals” that any given ADM process uses to determine the final ranking of hits
resulting from a search query (Google 2016). The analysis shows that signals can be grouped into four
categories:

 Search query results
 User’s characteristics
 Reactions of other users to the results
 Human evaluation

Search query results

The characteristics of a post or story which are evaluated to rank hits have little or only indirectly to do with the
post or story’s actual content. Google explicitly names a number of evaluative signals, including “freshness of
content on a website,” “words on the webpage” and “URL and title” (Google 2016). According to Google manager
Andrey Lipattsev, these are the most important types of signals for ranking hits: “It’s content, and links pointing to
your site” (Ratcliff 2016). One of the few scientific studies on the relevance of ranking factors identifies the density
of key phrases in the URL, title and HTML header as a significant criterion (Su et al. 2014). A large, mostly
unregulated service industry has arisen dedicated to optimizing webpages to make them visible by search
engines (Iredale and Heinze 2016). A core service offered by providers in this industry is adapting website
characteristics to reflect changes in ADM processes.

User’s characteristics

The user is the one who actually provides the written or spoken query. The intention behind a query depends on
a number of other factors, for example the user’s place of residence or language. Google talks in the abstract
about “personalization” as a signal (Google 2016), although which of the user’s characteristics are actually meant
is not discussed. According to multiple Google representatives (Levy 2016), the third most influential ranking
factor for predicting intention is the ADM process known as RankBrain, which looks at various metrics, including
the potential significance of previously unsubmitted search queries, by extrapolating from past queries (Clark
2015). In 2008, a Google product manager explained in a brief blog post that the user’s presumed location, recent
search queries and the web history of the user’s browser are used for personalization purposes, but only if the
user has agreed to the use of these data (Garb 2008).
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Reactions of other users to the results

The ADM process measures people’s reactions to search results or content using a number of criteria, including
the number of other websites linking to a particular site and the “authority of those links” (Google 2016). To create
the ranking, the ADM process also evaluates the behavior of Google users on a particular page, although only
indirectly. How many users click on which hits and how quickly they return to the hit list are seen as a signal of
the hits’ quality. Yet information on this behavior is not so widely available and reliable as information on links
(Ratcliff 2016) and is thus included in a different manner in the ranking of results. Signals from social networks
also feed into the ranking: “tweets and social mentions – which are basically more links to the page, more
mentions of this context” (ibid.).

Human evaluation

Google also pays people to evaluate the quality of search results for certain queries (see Section 3.2).

Evaluators assess the quality of results for specific queries based on a 160-page handbook (Google 2017). Their
evaluations are based on two key scales: Page Quality (the results’ contents) and Needs Met (how well the
content matches the search query).

Page Quality refers only to the returned pages. Evaluators are supposed to determine a page’s expertise,
authoritativeness and trustworthiness. The instructions in the handbook on how to do research read in part like a
how-to manual for media skills:

Many other kinds of websites have reputations as well. For example, you might find that a
newspaper website has won journalistic awards. Prestigious awards, such as the Pulitzer Prize
award, are strong evidence of positive reputation. When a high level of authoritativeness or
expertise is needed, the reputation of a website should be judged on what expert opinions have
to say…. Look for information written by a person, not statistics or other machine compiled
information. (Google 2017: 16)

The Needs Met scale is meant to quantify how well the hits match the query and the user’s intention. One
extreme example: Users who explicitly search for alternative viewpoints of the Holocaust should also find links to
sites denying the Holocaust: “Pages that directly contradict well-established historical facts should be rated Fails
to Meet, unless the query clearly indicates the user is seeking an alternative viewpoint” (ibid.: 118). Questions
such as “Did the Holocaust happen?” do not, however, fall into this category. Google changed the guidelines for
evaluators after several media outlets reported on websites denying the Holocaust appearing in search results
(Sullivan 2017). The company introduced an additional criterion: Evaluators can now also mark the content as
upsetting-offensive. The new version of the manual explicitly lists Holocaust denial as an example of this
category.

According to Google, the quality assessments of search engine evaluators are not directly included in the ranking
of individual results in the live version, but are used, for example, in judging experimental changes in the ranking
procedure (Underwood 2015). It is not publicly known how many people work as evaluators and to what extent
Google uses their assessments. The US-based search machine expert Danny Sullivan estimates the number of
Quality Raters, as Google calls them, to be over 10,000 worldwide (Sullivan 2017); 600 Quality Raters are
believed to work in Germany (Spiegel Online 2017). Job listings suggest that at least some search engine
evaluators are not employed directly by Google, but as freelancers working at home by subcontractors.

Table 3: Select overview of publicly disclosed signals for Google’s ranking of search hits

Category Signals

User’s characteristics User’s typed or spoken search query
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User’s intention as predicted by RankBrain ADM process

Personal characteristics such as place of residence

Content of search results How long has the page existed?

Which terms appear where and how often?

Other users’ reactions to
the results

How many websites link to the page?

Who mentions the page?

Which terms link?

How quickly do users return to the list of results?

Who links to the contents on social networks?

Human evaluation Indirect: How do search engine evaluators assess a page’s expertise, authoritativeness and
trustworthiness?

Indirect: How do search engine evaluators assess how well the results match a specific
query?

Sources: Google 2016; Google 2017; Christopher Ratcliff 2016; Mimi Underwood 2015.

4.3.2 Facebook
When it comes to a social network such as Facebook, there is usually no clear signal revealing a user’s interest in
information, since it is likely that no such unequivocal interest exists. The algorithmically selected offerings in
News Feed are meant to be potentially interesting – a characteristic that News Feed basically shares with certain
tabloid media. Yet Facebook’s content derives from different sources: a mix of opinions, entertainment and
personal or medial communication (Backstrom 2013). Facebook uses multiple signal types to assemble this mix:

 User’s characteristics and preferences
 Relationship between user and publisher
 Content characteristics
 Other users’ reactions
 Human evaluation

User’s characteristics and preferences

Advertisers can pay for content to be inserted in the News Feed of certain target groups based on user
characteristics, such as age, place of residence, gender and interests. Since such ads can also lead people to
subscribe to certain Facebook pages, such ads can have an impact on the mix of entries appearing in News
Feed. Anyone who subscribes to a page based on an ad tailored to his or her interests establishes a relationship
with this kind of content and could begin seeing it more often as a result.

In assembling the feed, Facebook examines which content users prefer (by using “see first”) or hide (Facebook
2016b). Both signals are based on actions that are relatively straightforward. Facebook also undoubtedly deploys
signals that users are not consciously aware they are sending, such as the amount of time they view a certain
entry in the feed. Users who spend more time with any one item are signaling approval without conscious
interaction (Oremus 2016).

Relationship between user and publisher

The more often users interact with a friend’s Facebook profile, a page or a public figure who has posted, the more
likely that content from this source will be given priority in the future (Backstrom 2013). Interactions can include
likes, clicks, page views and comments, as well as slower scrolling through an author’s posts (Constine 2016).
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These profiles are also given greater weight when other users’ reactions to content are evaluated: If a large
number of Facebook users click on a certain post, the probability increases that it will be ranked higher in a
person’s News Feed. The probability increases further when many users click on a post from a source that the
user has frequently interacted with in the past (Backstrom 2013).

Content characteristics

Facebook also prioritizes based on type of post (links, videos, photos, texts) and does so using the following
logic: Users who have demonstrated through past interactions that they like photos are more likely to see photos
in their News Feed in the future (Facebook 2016a). Other characteristics used as signals to assess posts have
rarely been documented in public. Here is one description of how other types of interactions are assessed by
ADM processes to rank content: “Videos played longer than three seconds, have sound activated, or are watched
all the way through are prioritized in News Feed” (ibid.).

The official reason for why Facebook gives preference to videos played with the sound on and viewed more by
certain users is telling: “We’ve found videos tend to be more engaging than any other content type” (ibid.). This
suggests that many – perhaps all – signals are meant to predict “engagement,” i.e. the largest number of clicks,
likes, shares or comments. Yet what causes reactions is also relevant. To that extent we have to relativize the
relevance of content characteristics: According to its publicly stated rationale, when ranking content Facebook
seems to consider all of the content’s characteristics only in relation to their impact on users. Based on this logic,
content has, independent of individual reactions, no characteristics that could justify prioritization. This reflects the
so-called News Feed Values that Facebook adheres to: “Something that one person finds informative or
interesting may be different from what another person finds informative or interesting…. Our aim is to deliver the
types of stories we’ve gotten feedback that an individual person most wants to see” (ibid.).

In its so-called Community Standards, Facebook lists characteristics of posts that, regardless of the public’s
reaction, would cause them to be removed from News Feed. These include certain types of nudity, copyright
infringement and calls to engage in terrorist activities (Facebook n.d.).

Other users’ reactions

Posts with many likes, comments or shares have a higher probability of appearing higher up in News Feed –
especially when a user often interacts with the people doing the sharing (Facebook 2016a). In addition, the ADM
process calculates how quickly people return to Facebook after they followed a link in News Feed to an external
source. The assumption is: If people quickly return, the presentation in News Feed promised more or something
other than what the linked sourced provided (El-Arini and Tang 2014).

Human evaluation

Since mid-2014, Facebook has also been using human evaluators. They assess the quality of News Feed in
terms of its presented stories, writing an evaluation of the placement of every post. Initially almost 1,000 people
employed by a service provider in the United States were paid to do this work; since mid-2015 evaluators are at
work worldwide (Oremus 2016). It is unclear how many there are and what influence their evaluations have.

Here, however, is a known example of where evaluator feedback changed the ADM ranking process: People do
not click on shocking or unsettling stories in News Feed, even though they find them highly relevant. After this
behavior was confirmed by the so-called Feed Quality Panel, employees developed a new signal for
engagement: the time spent with a story in the feed without any additional interaction (ibid.). Facebook also takes
content evaluated by humans based on specific questions and uses it for machine learning. For example,
evaluators examine the informational quality of posts and the trustworthiness of the underlying source. Based on
this input, an algorithm has been trained capable of recognizing worthwhile content (Kacholia 2013).
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Every day, moreover, Facebook asks tens of thousands of randomly selected users around the world about the
quality of their News Feed. Participants in this Feed Quality Program (Xu, Lada and Kant 2016) say whether or
not they would like to see individual posts in their feed, rating them on a scale of 0 to 5 (Zhang and Chen 2016).

When users report posts that violate the Community Standards, human evaluators examine the offending entries.
In Germany, they are employees of service provider Arvato2 (Reinbold and Rosenbach 2016).

Table 4: Select overview of publicly disclosed Facebook selection criteria

Category Signal

User’s characteristics and
preferences

Past reaction to content (likes/hides)

Time spent viewing posts

Sociodemographic traits listed in profile

Content characteristics Format (e.g. photo, video, text)

Similar content that testers have rated positively

Topicality

Other users’ reactions Number of likes, shares, comments, hides

Time spent viewing

How quickly users return to News Feed

Survey results on posts

Relationship between user
and publisher

Friends, tags

Clicks, scrolling behavior, page visits

Comments, likes

Human evaluation Evaluation of News Feed by paid evaluators

Survey results on posts

Human checking of offending posts

Sources: Backstrom 2013; Facebook 2016a; Facebook 2016b; Oremus 2016; Zhang and Chen 2016.

4.4 Conclusion: Using algorithms to determine relevance

Both of the intermediaries examined here measure relevance using similar criteria:

 How do users react to content?
 Which of the content’s characteristics correlate to the desired user reactions?

For a number of reasons, caution should be exercised when using either type of signal to measure relevance, no
matter how relevance is defined.

2 Full disclosure: Arvato is part of the Bertelsmann SE & Co. KGaA corporate group, whose shareholders include the
Bertelsmann Stiftung.
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4.4.1 User reactions
Diverse types of use: People can interact with posts for a wide variety of reasons, especially when it comes to
intermediaries operating social networks. The types of use can be divided into three practices, as proposed by
Paus-Hasebrink, Schmidt and Hasebrink (2009): relationship, identity and information management (summarized
in: Schmidt et al. 2017: 21). Thus, the engagement with content and with information about social discussions is
not always a function of information management. People can react to content for entirely different reasons.
Perhaps they like certain stories because many of their best friends have already mentioned them. In this case,
the visible reaction does not so much signal the quality of the story’s content as it does the user’s inclusion in a
certain group or his or her desire to be included in the group, and that this post is a good way to make that clear.
The impact that the different types of user behavior have is more likely greater in social networks than when
search engines are being used.

Cognitive distortions through impulsive reactions: People send signals quickly and impulsively – for example, they
click on links, “like” posts or take a bit more time scrolling through an article. A mode of thinking most likely
predominates here that Kahneman refers to as “System 1,” a mode that “operates automatically and quickly, with
little or no effort and no sense of voluntary control” (Kahneman 2012a: 34). The strengths and weaknesses of this
mode lead to cognitive distortions in perception that are systematic, such as a general tendency to agree. It
“favors uncritical acceptance of suggestions and exaggeration of the likelihood of extreme and improbable
events” (ibid.: 133). If there is not sufficient correction of the evaluation of System 1 signals as signifiers of
relevance, then the very human phenomenon of cognitive distortion could become part of the ADM process.
Human fallibility would thus be magnified by machine-based decision-making and, to some extent, absolved. With
that, processes which are extremely subjective and unconscious could become seemingly objective standards of
relevance or even quality.

Reactions are not independent variables: An intermediary’s users do not determine, freely and without outside
influence, which posts they prefer. They only see an algorithmically produced subset of all possible posts, a
selection they then react to. Their reactions are the basis for further personalization and, thus, in terms of impact,
no clear distinction can be made: Neither does the user determine what happens in the ADM process, nor does
the ADM process determine the user’s reactions. The two interact and influence each other on an ongoing basis.
Therefore, Facebook’s promise that “you control your experience” (Facebook 2016b) is only partially true.
Individual users only control how their personalized News Feed is structured to a limited extent. The mix and
weighting of all signals cannot be determined by any single user. Using a News Feed that is merely sorted
chronologically is not truly an alternative, since the sheer volume of posts makes it impractical. A workable
alternative could be, for example, choosing between different forms of algorithmic structuring that offer different
degrees of freedom and that access different providers. This would make it possible for users to have their
personal News Feed ranked by an algorithmic system that shows only links to news sources which make use of a
minimum of transparently defined editorial principles. (Possible criteria here would include sources that maintain
the firewall between editors and publisher, explicitly provide information on who is responsible for content,
participate in industry self-regulation, etc.) Another alternative would be a system that evaluates the reactions of
other users over a longer period of time, a period that the primary user determines himself or herself (e.g. posts
visible at the top of the feed are those frequently recommended by friends in the last 48 hours).

4.4.2 Content characteristics in relation to user reactions
This analysis of the criteria shows that both intermediaries have their own particular understanding of relevance:
Relevance is personalized. The primary goal is optimally matching content to an individual’s preferences. The
efforts to measure relevance, as thus defined, are intended to increase satisfaction among users. Satisfaction
becomes evident through greater and more intensive use of the platform.

That satisfaction and relevance can be conflated is, however, mere assumption. It could be argued, in contrast,
that social discourse which fosters participation does not result from satisfying as many individual needs as
exactly as possible, but, for example, from striking a balance among as many needs as possible.
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This view of relevance as satisfying individual needs can be seen in factors such as Google’s Needs Met (NM)
metric or in Facebook’s focus on user engagement. Google does collect information on some signals unrelated to
users’ reactions: the distribution of key words in source material, for example, and page quality as assessed by
human search engine evaluators. Yet how these factors affect the ranking of search results has not been publicly
disclosed.

The focus on matching personal preferences means the quality of posts is always defined by the recipients’
satisfaction. One potential result is a relativization of the truth, as described by Facebook in its so-called News
Feed Values:

We are not in the business of picking which issues the world should read about. We are in the
business of connecting people and ideas — and matching people with the stories they find most
meaningful. Our integrity depends on being inclusive of all perspectives and view points, and
using ranking to connect people with the stories and sources they find the most meaningful and
engaging. (Facebook 2016b)

With this, ADM designed to match individual preferences is elevated to the paramount principle: Matching trumps
respect for the truth.

This process must be fundamentally scrutinized, but its implementation also requires a critical appraisal. If
satisfaction is severely limited to page views, length of use, likes and similar metrics, then a number of
conceivable criteria are necessarily left out as a means of measurement: impartiality, increased knowledge, a
constructive exchange with individuals of opposing views, building consensus and identifying the truth, among
others. Observing and analyzing the behavior of many does not lead to valid statements about everyone. As
Etzioni and Etzioni (2017) aptly put it, describing ethical considerations: “Observing people will not teach
machines what is ethical but what is common” (ibid.: 5).

The drawbacks of this approach can be seen in extreme cases such as the widespread presence of fake news on
Facebook during the presidential election in the United States (Silverman 2016) and the prominent placement of
posts denying the Holocaust in Google search results following neutral queries (Mierau 2016). These examples
show that lies also provoke strong reactions; lies also meet human needs and reflect human interests. If the
originator of the lie is primarily concerned with achieving the greatest reach on intermediary channels using
algorithmically sorted content, then a lie can be even more efficacious than the truth, since its author can optimize
it to ensure a maximum number of interactions and maximum engagement (see for example Silverman and
Alexander 2016).

In the following chapter, we discuss a number of factors and analyze their effect within the system outlined above
and as part of intermediaries’ activities shaping public opinion.
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5 Where it’s leading: The changes currently transforming public
discourse

Chapter 4 outlined the structural change transforming public discourse. Chapter 5 examines the new forms that
public discourse and public opinion are taking within this new structure in light of current conditions.

5.1 What you see is all there is

In a social network, a brief excerpt from a story or video can serve as the basis for forming an opinion, as can
comments or recommendations of other users; the underlying content need not play a role in how the opinion is
formed. Users who see the headline, introductory text, thumbnail image and 30 comments may not even look at
the content itself.

Some empiric data suggest that people recommend posts in social networks without having actually read them.
The research on this point has some methodological constraints, namely that it examines individual posts, and
not the more general behavior of users or viewers. It can determine if there is a correlation between the number
of mentions of an article in a social network and the number of views or the depth of the engagement with the
article in a given online medium. Using such data, it is not possible to say with certainty how users behave, but it
can be presumed: There is no appreciable correlation between the number of mentions a post gets on Twitter, for
example, and the number of times it is viewed or how thoroughly it is read.

In 2013, the web analytics company Chartbeat examined how often an article is mentioned on Twitter and how
that relates to reader engagement, scroll depth and the share of completely read stories. Only a weak correlation
exists: “Both at Slate and across the Web, articles that get a lot of tweets don’t necessarily get read very deeply.
Articles that get read deeply aren’t necessarily generating a lot of tweets” (Manjoo 2013).

Another study comes to the same conclusion, namely one that looked at the diffusion of articles from the BBC,
CNN, Fox News, New York Times and Huffington Post on Twitter during one month in the summer of 2015. The
researchers analyzed when and how often links to articles from these media were retweeted on Twitter and how
often the related URLs supplied by URL-shortening service bit.ly were actually clicked (Gabielkov et al. 2016: 2).
The statistical analysis suggests that articles which are shared are not necessarily read. To quote the study’s
authors: “There seems to be vastly more niche content that users are willing to mention in Twitter than the
content that they are actually willing to click on” (ibid.: 9).

These findings imply that intermediaries are more than just a distribution channel. If the number of shares that
articles receive is greater than the actual number of times the articles get read, then two phenomena are
presumably taking place:

 Competition for attention: The success factors for maximizing reach in the relevant networks affect how
editorial media present their content in those networks, since a post’s headline, introduction and
thumbnail are just as useful for advertising purposes as for informational objectives. They are meant to
generate attention and motivate readers to click on the link to the source material. This suggests that
intermediaries’ methods are being anticipated, while subject matter is being overstated and truncated and
content exaggerated (see also Section 5.2).

 Priming: Ranking and comments by others affect how people perceive articles. Users who discover a
story through another reader’s recommendation which calls it “horrible” are exposed to the assessment
before they experience what has been assessed – if they even proceed to read the assessed content
itself.
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In both cases, users often read only the preview and comments instead of the complete story. This can lead to a
premature conclusion, known as the WYSIATI effect: “What you see is all there is” (Kahneman 2012a: 113).

5.2 Emotion generates reach

As findings from a number of studies suggest, there is a correlation between the sentiment expressed in a post,
the reach of the post in social networks and the sentiment expressed in posts by subsequent readers.

A study by Stieglitz and Dang-Xuan (2012) examining the posts and comments on the Facebook pages of
German political parties in 2011 shows that posts expressing negative emotions provoke more reactions than
those that are not inherently emotional. The authors’ software text analysis counted the frequency of words with a
negative (e.g. “disappointed”) and positive (e.g. “hurray!”) connotation and assessed the intensity of the
expressed emotions on a scale of 1 to 5. The analyzed sample consisted of 5,636 posts and 36,397 comments
from 10,438 users on the Facebook pages of German political parties (CDU, CSU, SPD, FDP, B90/The Greens,
The Left, Pirate Party) between March and September 2011. One key finding is that negativity engenders more
reactions. The more negative the Facebook posts are (as measured by the frequency and intensity of the relevant
terms), the more comments they receive. No such correlation exists for posts with positive content.

The same researchers examined the correlation between the emotions expressed and the reactions to them on
another social network (Twitter) and partially confirmed their original findings (Stieglitz and Dang-Xuan 2013). In
this study, the difference between the reactions to positive and negative posts is not as large as in the Facebook
study. At the same time, the authors did not look at the number of comments a post gets, but the number of
retweets. They evaluated165,000 tweets from the official accounts of the CDU, CSU, SPD, FDP,
B90/The Greens, The Left and Pirate parties in the run-up to the 2011 state elections in Berlin, Baden-
Württemberg and Rhineland–Palatinate using the same methodology as in the Facebook study (ibid.: 225). The
findings:

 The more emotionally a tweet is phrased, the more frequently it is retweeted. This effect is in some
cases stronger when the emotion expressed is negative than when it is positive (elections in Berlin,
not in Baden-Württemberg or Rhineland–Palatinate).

 The more emotionally a tweet is phrased, the less time passes before its first retweet. There is no
correlation here between the type of the sentiment expressed and the amount of time that passes
before the retweet.

The Facebook study by Stieglitz and Dang-Xuan (2012) reveals yet another effect: The comments that emotional
posts receive express similar emotions. The more negative a post is phrased, the more negative the reactions,
and the more positive it is, the more positive the resulting comments are. As Stieglitz and Dang-Xuan themselves
summarize: “Our results indicated that positive as well as negative emotions might diffuse in the following
discussion” (ibid.: 13).

A much larger experiment carried out by Facebook at the beginning of 2012 confirmed a connection between the
emotions expressed in posts read by users and the subsequent communications behavior of the users
themselves (Kramer, Guillory and Hancock 2014). For one week, Facebook showed 689,003 users posts from
their News Feed based on the sentiment expressed in them. One cohort saw less positive posts, another less
negative posts, and a third posts that were selected at random. There was a small but discernible effect: Users
who saw fewer positive posts themselves posted content that was measurably more negative. Those who saw
fewer negative posts contributed more positive content (ibid: 8790).

In addition to these key findings, the work of Kramer et al. shows yet again the power Facebook has on its users:
As soon as the intermediary alters the ranking of its posts, it has several immediate effects, even changing the
mood of those using the site (see Chapter 5.3).
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Based on the empiric results, it is impossible to definitively ascertain which impact the intermediaries’ ADM
processes are responsible for, and which can be ascribed to human behavior. The two cannot be separated
during machine-based processing: If people share and comment on posts more often, then the ADM process can
take that as a signal for the content’s relevance. The more retweets and comments a post receives, the more
relevant it is assumed to be, including for a broader target group. Based on this assumption, emotional posts
could possibly be shown in more feeds than other more neutral content – not because the sentiment expressed
has been analyzed, but because the process assumes relevance given the volume of user reactions occurring
within a certain amount of time.

Regardless of whether the effect is positive or negative, the empiric results show that people’s reactions to posts
can only be used to predict relevance to a limited extent, since their reactions clearly also depend on factors that
no one would consider to be valid criteria signifying quality when it comes to the social debate. Highly negative
posts and many heated reactions to them do not necessarily testify to relevance in terms of social discourse,
often only to loudness for the sake of being loud (compare the discussion of cognitive distortions in Section
3.4.1).

The question of which criteria are appropriate for measuring relevance and which are actually used by
intermediaries cannot be answered without analyzing the goals and impacts of ADM processes. Empirical
research on emotional posts provides food for thought in both areas.

In terms of goals: What type of user behavior is an intermediary’s selection process designed to promote?
Greater engagement? A higher click rate? More comments? A constructive discourse? Such goals are likely to
end up in conflict with each other, and the empiric findings of Kramer et al. (2014) illustrate one such conflict. In
the Facebook experiment examining how emotions are affected, the authors discovered that people who see
fewer emotional posts in their News Feed become less active afterward. As Kramer et al. note: “We also
observed a withdrawal effect: People who were exposed to fewer emotional posts (of either valence) in their
News Feed were less expressive overall on the following days, addressing the question about how emotional
expression affects social engagement online” (ibid.: 8792). If intermediaries want to increase user engagement,
they could feasibly decide to increase the visibility of emotionally charged stories. “To reward that which keeps us
agitated” is how experts expressed it in a Pew research survey (Rainie, Anderson and Albright 2017: 12).

Which other impacts emotional posts in social networks have has been the subject of little research in the past. It
does not seem unreasonable to assume that stories with negative content could lead to destructive behavior.
Based on an experiment involving 667 participants and an analysis of over 16.5 million comments on CNN.com, a
study on comments by trolls3 (Cheng et al. 2017) comes to two key conclusions:

 People who are in a bad mood (in the experiment, users’ moods were influenced by a test and then
assessed using a questionnaire) are more likely to take on the role of troll in online discussions.

 People tend to become a troll in a discussion if previous comments evince similar behavior.

A direct correlation cannot be shown between the troll research and empirical studies examining emotions
expressed in posts. We do not know if the mood expressed in Facebook posts has an effect only on the mood of
users as expressed in Facebook posts or on other behavior as well. It seems plausible, however, that such an
effect could exist. If so, insults and personal attacks would be more likely to occur when negative posts achieve a
greater reach.

3 Defined as “flaming, griefing, swearing, or personal attacks, including behaviour outside the acceptable bounds defined by
several community guidelines for discussion forums” (Cheng et al. 2017: 2)
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5.3 Distorted cognition shapes social media’s data set

Confirmation bias is a psychological phenomenon originally identified by researchers investigating cognition and
memory. It refers to the tendency people have to fill in gaps in their memories with things they already believe
and to believe ideas that match beliefs they already hold (see for example Klayman 1995). Kahneman puts it
thus:

Contrary to the rules of philosophers of science, who advise testing hypotheses by trying to refute
them, people (and scientists, quite often) seek data that are likely to be compatible with the
beliefs they currently hold. The confirmatory bias of System 1 favors uncritical acceptance of
suggestions and exaggeration of the likelihood of extreme and improbable events (Kahneman
2012b).

System 1 refers to a mode of operating quickly and automatically, with no effort or sense of control (see Section
Fehler! Verweisquelle konnte nicht gefunden werden.).

In addition to confirmation bias, other cognitive distortions exist that presumably also affect ADM processes in
terms of the content present in the media and communications context. The following is a brief summary of one
such distortion.

The availability heuristic (see Tversky and Kahnemann 1974) describes the tendency people have to
overestimate the frequency of events for which they can easily recall concrete examples (ease of processing).
For instance, people will overestimate the probability of a plane crash occurring shortly after seeing multiple news
stories reporting a recent crash. In addition, the probability of an event is thought to be higher than it actually is if
a person has personal memories or knows of other dramatic examples relating to it (see Kahneman 2012b).

This distortion leads, for example, to married couples, when asked which percentage of the housework they do,
giving numbers that add up to more than 100%. Both spouses tend to remember those moments when they did
the housework more than those when their partner did and thus overestimate their own efforts. Similarly, the
probability of meeting a violent death, e.g. through accidents, is often massively overestimated compared to what
are in fact the most common causes of death such as stroke. The reason is that many people more easily recall
the former thanks to media reports and their own emotional reactions to them. In discussions such as those on
social media, whose content is ranked by ADM systems, this type of cognitive distortion can proliferate easily and
effectively. For example, some people repeatedly see stories on crimes committed by Muslim immigrants
because they extensively interacted with such articles in the past or because they are part of a social group that
actively comments on such happenings. Over time, such users will overestimate the probability that Muslims
commit crimes.

Another cognitive distortion plays a role in this last example, namely base rate neglect. This means that the
probability of a certain crime being committed by a Muslim or a person of non-native heritage will probably be
overestimated because the overall presence of the relevant demographic group is not considered during the
implicit calculation of probability. In Germany, for example, there are many more non-Muslims than Muslims,
something that is not considered when people predict the probability that crimes will be committed by Muslims,
potentially resulting in an estimated probability that is too high.

Both the availability heuristic and base rate neglect are often seen in the literature as one overarching concept,
which US-based researcher Herbert Simon has called bounded rationality (see Simon 1979). The debate that has
been taking place for four decades essentially asks the question of whether heuristics such as the one described
by Tversky and Kahneman must inevitably be irrational and misleading or, if under certain conditions (for example
when people do not have sufficient information available to them) they might be beneficial (Gigerenzer and
Gaissmaier 2011). This paper does not offer sufficient space for a comprehensive assessment of this complex
issue.
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What can be said is that extensive empiric evidence exists showing that people often do not process information
in a rational manner and that cognitive distortions occur in particular when decisions and judgments must be
made quickly, often emotionally and without time to reflect, i.e. “automatically.” A comparatively new science, one
based on findings from traditional learning theory, is captology, a digitally supported method of behavior
modification (see Section 5.4). Captology’s explicit goal is to more readily influence behavior through various
means, for example by simplifying and accelerating cognitive and behavioral processes as much as possible
(Eyal 2014). Thus, much suggests that the design decisions made by intermediaries emphasize cognitive styles
that in turn give rise to cognitive distortions.

5.4 Platform design influences human behavior

When intermediaries change the way their systems function, it has ramifications on the user experience and on
users’ behavior. In other words, with every design change, intermediaries influence the signals that they
themselves measure in order to assess relevance, something that has been clearly demonstrated by numerous
studies.

One example: When Facebook released a new feature called People You May Know (PYMK) in March 2008, it
considerably changed both the form and manner of users’ networking, nearly doubling the number of new links
between users (Malik and Pfeffer 2016). The researchers come to the conclusion that “it is not just the process of
joining social networking sites that creates observed network properties, but also the ways in which platforms
design influences users.” The PYMK mechanism is based on an algorithmic evaluation of Facebook users’
digitally portrayed circle of friends, which is then used to suggest other users that the original user might possibly
know. This evidently led to a significant rise in the ties between users within the network. According to Malik and
Pfeffer, the social ties within a social media network are a “non-naturalistic measure of social relationships.”

This result makes another important point clear: Intermediaries’ design decisions – here, the introduction of the
PYMK feature – potentially have an immediate and immense effect on user behavior, for example the number of
ties to new “friends” that are made. The design decisions made by intermediaries thus constantly influence the
signals that the intermediaries themselves use to measure relevance.

An impressive example of the power intermediaries have was provided in 2012 by a research group in which
Facebook employees were also involved. In 2010, a post had been disseminated by Facebook to 61 million of its
users calling on them to learn about the candidates and issues and then vote in the coming US congressional
elections. Here, in the authors’ own words, is what happened:

The results show that the messages directly influenced political self-expression, information
seeking and real-world voting behaviour of millions of people. Furthermore, the messages not
only influenced the users who received them but also the users’ friends, and friends of friends.
(Bond et al. 2012)

The authors believe that 340,000 people or 0.14% of the American electorate voted as a direct result of the
campaign. Naturally, such an effect is desirable in a democracy. Yet it also shows that intermediaries with a reach
of this magnitude can, under certain circumstances, decisively influence election outcomes, especially when one
considers that the additional people inspired to vote by such tactics may not be spread evenly across the political
spectrum. Robert Epstein and Ronald Robertson warn of the potential social and political power that other
intermediaries have, namely search engine operators. In a series of experiments using voters in the US and
India, they showed that actively manipulated search engine results could influence the electorate’s voting
behavior (Epstein and Robertson 2015). The authors call their finding search engine manipulation effect and say
that 20% of previously undecided voters could be influenced using search engines to shift their preference in one
direction or another. This figure has been disputed by others in light of methodological concerns (Zweig 2017).
Yet even the author critical of the work of Epstein and Robertson, socioinformatics specialist Katharina Zweig,
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sees the results as meaningful, especially for elections in countries with first-past-the-post systems. However,
according to Zweig, the actual effect is somewhere between 2% and 4%.

Both Google and Facebook could thus have a huge influence on the information seen by users and, as a result,
could directly impact social processes. Even less visible changes to a platform can have a massive effect on
users’ perceptions and behavior. As Kosinski et al. (2015) write:

As users are more likely to interact with content and people suggested to them by Facebook,
their behavior is driven not only by their intrinsic goals and motivations, but also (to some
unknown extent) by the Facebook algorithms constantly adjusting their exposure to content and
friends. For example, friends’ photos that appear on a given user’s Facebook news feed are
clearly more likely to be liked. Essentially, largely unknown effects of personalization represent a
general class of confounding variables characteristic for observational research and deserve
further study. (Kosinski et al. 2015)

Cases have also been documented for Google in which fundamental alterations to the search algorithm have
caused massive changes in the resulting rankings and, with that, in whether certain business models would
succeed. This, in turn, altered the behavior of site operators and, of course, users. According to Google, in 2011 it
made changes designed to “reduce rankings for low-quality sites,” thereby placing them further down in the
results (Cutts 2011). The codename for this algorithm change was Panda. The goal was to remove from the
search results so-called content farms, websites which offer content that is of little value but that matches what
search engines are looking for. Content farms are strictly money-making ventures; they are created to attract
visitors using search-engine-optimized content and monetize their visits through advertising displayed on the low-
content pages.

Panda and other wide-scale changes to the search algorithm – Penguin and Hummingbird – carried out in
subsequent years led in some cases to furious reactions among players in the search engine optimization
industry (see for example Jenyns 2013). Yet again it became clear that Google can destroy overnight business
models that, as in this case, are designed to misuse its search engine.

For the purposes of this paper, what is important is the fact that every fundamental intervention in the search
algorithms necessarily causes massive – and in some cases positive – changes in users’ behavior and thus in the
media content they see. Diverse studies have shown that the overwhelming majority of users only click on links
that appear on the first page of results. For example, research carried out by van Deursen and van Dijk (2009)
shows that 91% of subjects never got further than the first page of the search results (ibid.). Conversely, analysis
carried out by providers engaged in search engine optimization and marketing shows that even the last link on
the first page of results, the one ranked 10th, is only clicked by a very small percentage of users. Different studies
have produced a range of click rates, from 1% to 3.6%, for 10th-place sites (Dearringer 2011).

Changes to the system generating such results thus have an enormous effect for providers on whether their sites
are seen and, for users, on the content that gets seen.

The influence intermediaries have is great when it comes to the user experience and thus for society as a whole,
but also for businesses and organizations that rely on intermediaries to diffuse their content. This inevitably leads
to the question: Are these decisions and changes relevant for social participation? What is clear is that when
today’s intermediaries become part of the equation, complex interactions result between their design decisions
and a range of other factors, including psychological mechanisms, content characteristics and external attempts
at manipulation. Even the political system of the country in which the user lives plays a role in this complex,
dynamic system.

Intermediaries are of course aware of the factors discussed in Sections 5.1 to 5.3 which influence the probability
that users will interact with digital sites and the intensity of that interaction when they do. Moreover, for the last 15
years a new branch of psychology dedicated to human-machine interactions has been examining the question of
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how digital technology can influence human behavior. Its spiritual father, B.J. Fogg, christened this discipline
captology (shortened from computers as persuasive technologies). In the preface to the first edition of Fogg’s
book Persuasive Technology, the well-known social psychologist Philip Zimbardo, one of Fogg’s teachers, wrote
that it was “the very first book on a totally new field of intellectual inquiry, one that has important practical
implications for a host of people across many different domains, all centered around persuasion” (Fogg 2003).

In the book, which is now considered a milestone in academia’s attempts to address human-machine interaction,
Fogg shows how classic learning-theory ideas and processes used in behavioralism and behavioral therapy can,
with the assistance of digital systems, have a more efficient and effective impact on human behavior. Neither
Facebook nor Instagram existed when Fogg’s book was first published, and smartphones as we know them today
had yet to be invented. Yet numerous founders and employees of famous Silicon Valley’s companies attended
his courses at Stanford University, including Instagram founder Mike Krieger. In Fogg’s course, Krieger even
worked with a fellow student to develop an application, based on Fogg’s ideas, for sharing photos (Leslie 2016).

Today, the methods developed by Fogg are used by almost all developers of software products for consumers.
Nir Eyal, the author of Hooked: How to Build Habit-forming Products, is an alumnus of Fogg’s laboratory at
Stanford (Eyal 2014). Eyal has been lauded by, above all, investors, start-up founders and representatives of the
advertising and marketing industry, but less so by academics. His applied research on digital behavior
modification has been successful in a way that now disturbs his teacher. Fogg has been quoted as saying, “I look
at some of my former students and I wonder if they’re really trying to make the world better, or just make money.
What I always wanted to do was un-enslave people from technology” (Leslie 2016).

Captology considers components known from traditional learning theory such as trigger, action, reward and habit,
differentiating them and applying them to concrete scenarios known from digital applications. This brief extract
from Hooked serves to illustrate the point:

Facebook provides numerous examples of variable social rewards. Logging in reveals an endless
stream of content friends have shared, comments from others, and running tallies of how many
people have “liked” something. The uncertainty of what users will find each time they visit the site
creates the intrigue needed to pull them back again. While variable content gets users to keep
searching for interesting tidbits in their News Feeds, a click on the “Like” button provides a
variable reward for the content’s creators. (Eyal 2014: 78)

A key goal of captologists’ optimization efforts is to remove barriers between users and a given type of behavior.
Referencing Fogg’s theories, Eyal puts it thus:

The pattern of innovation shows that making a given action easier to accomplish spurs each
successive phase of the web, helping to turn the formerly niche behavior of content publishing
into a mainstream habit. As recent history of the web demonstrates, the ease or difficulty of doing
a particular action affects the likelihood that a behavior will occur. To successfully simplify a
product, we must remove obstacles that stand in the user’s way. (Eyal 2014: 51/52)

This goal is illuminating when considered against the background of System 1 (fast, intuitive, automatic, not
difficult, susceptible to error and manipulation) and System 2 (slow, deliberative, ordered, requiring effort), the
discrete cognitive processing systems posited by Kahneman (2012) and others. A core design principle advanced
by Silicon Valley’s theoretical thought leaders is explicitly meant to promote System 1 cognition and actively avoid
System 2 cognition. That is advantageous if one measures success using metrics such as clicks, shares, likes,
frequency of publication or other quantitative benchmarks of user behavior. If one prioritizes other criteria instead,
such as understanding, deeply engaging with content, or the quality of shared content, then one’s design
decisions would undoubtedly be of a different nature (see Section 7.2).

Hypotheses derived from such learning-theory fundamentals are constantly being explored by intermediaries,
who permanently experiment by manipulating their systems with the explicit goal of optimizing user interactions:
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“At Facebook, we run over a thousand experiments each day,” wrote Facebook researcher Eytan Bakshy (2014)
in a blog post. According to Bakshy, some of these experiments were meant to optimize short-term outcomes,
while others served as the basis for long-term design decisions.

Google is also known to carry out complex experiments during daily operations with real users before it makes
even the smallest change to the user interface – to decide, for example, which shade of blue will be used for the
links in advertisements. According to media reports in 2014, such a color change increased the company’s
revenue by $200 million (Hern 2014).

In terms of the topic addressed in this paper, this approach is significant for one reason in particular: As they
conduct experiments meant to optimize their products, intermediaries constantly change variables that effect
measurements of their own relevance criteria.

When the frequency and intensity of interaction is increased, the number of clicks on Facebook’s “like” button
grows, as does the click rate for links in Google hits. The question, however, is which type of engagement with
content these variables reflect. To be sure, the systems are not adjusted in order to optimize informed public
discussion, but to serve the providers’ commercial interests.

5.5 Measured reach is not necessarily actual reach

One factor, which casts the numerous benchmarks and outcomes described above in a new light, has yet to be
discussed here: the possibility of deploying automated processes to influence and distort many of the metrics that
intermediaries use to measure “relevance.” Presumably the most significant tool currently being used to this end
is the so-called bot, an automated software app designed to be mistaken for a human user. Some bots serve
commercial, others criminal purposes. They “click” on ads to generate revenue, for example, or to deplete a
competitor’s advertising budget as the result of meaningless traffic. Some search the web for weak spots that
would allow hackers to attack, while others engage in scraping: extracting information from webpages, for
example those listing competitors’ prices, to gain a competitive advantage (see for example Zeifman 2017).

In the context of this paper, two types of bots are especially relevant: so-called auto clickers, which simulate real
traffic on webpages, and the latest development in this field, so-called social bots.4 The latter are partially
autonomous software apps that behave on social networking platforms as if they were real humans, but which are
simply following predetermined commands (Kollanyi, Howard and Woolley 2016). For example, such bots
automatically issue tweets on Twitter that are often padded with certain hashtags, or they retweet posts from
other accounts to help them achieve greater reach and what seems like relevance. Bessi and Ferrara estimate
that during the 2016 presidential election in the US, some 400,000 bots were active on Twitter alone, sending 3.8
million tweets and making up “about one-fifth of the conversation” about the election. Kollanyi, Howard and
Woolley (2016) even estimate that in the run-up to the election some one-third of the pro-Trump activity on Twitter
was driven by bots and other highly automated accounts, compared to about one-fifth of the pro-Clinton activity.

Howard and Kollanyi (2016) also found when examining the Brexit campaign determining whether the United
Kingdom would leave the European Union that a substantial share of Twitter posts had been generated
automatically: Less than 1% of all Twitter accounts that used relevant hashtags like #Brexit or #StrongerIn were
responsible for almost one-third of all tweets relating to these topics. In the run-up to the vote, the observed bots

4 Full disclosure: One of the authors of this paper, Christian Stöcker, is currently participating in a research project (PropStop),
supported by the German Federal Ministry of Education and Research, that is examining ways to identify and thwart
automated propaganda attacks (see https://www.wi.uni-muenster.de/de/news/1975-bmbf-projekt-zur-propaganda-erkennung-
online-medien-gestartet).
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were, the authors write, used largely for “amplifying messages,” for example so that “the family of hashtags
associated with the argument for leaving the EU dominates” (ibid.).

Hegelich and Janetzko (2016) examined a botnet that focuses on the Ukrainian/Russian conflict and evidently
serves to disseminate pro-Russian messages. The authors come to the conclusion that the bots’ behavior “is not
guided by a simple deterministic structure of command and obedience between a human botmaster and an army
of bots.” Instead, it results from “complex algorithms leading to a high degree of autonomy of the bots.” The
algorithms behaved in a way that at first glance they seemed to be human users while following abstract rules
such as “take a popular tweet and add the following hashtags.” These camouflaging strategies made it “extremely
hard to identify the bots and to understand their political aim.” Such botnets, the authors conclude, are “a new
development of high political relevance” (ibid.).

The studies cited above all examine Twitter, largely since bots can be relatively easily implemented on the
platform, and recognized as such. At the same time, Facebook and other intermediaries are also home to
accounts that seem to be normal users but are in fact automated apps serving specific political or commercial
ends (see for example Lill et al. 2012).

In terms of the topic being examined in this paper, the phenomenon of social bots is relevant for one reason in
particular: Bots are well suited to distorting the signals intermediaries use to measure relevance. Fake news is
one example: In the US election, various purely fictitious posts resulted in high interaction rates at Facebook,
much higher than reliable reports in traditional media. The best known example was the spurious claim that Pope
Francis endorsed Donald Trump for president (see Silverman 2016). Yet it is entirely possible that the post’s
metrics for reach and interaction were hugely distorted by bots; no one has yet been able to clarify how many of
the likes and shares it received came from human users.

As this brief overview of studies shows, automated propaganda systems are already in wide use influencing
politically contested issues. It therefore seems plausible that bots that behave in accordance with the maxim
described by Hegelich and Janetzko (2016) – “take a popular tweet and add the following hashtags” – could
make use of intermediaries to help stories that contain disinformation reach a much wider audience. This, in turn,
could affect how intermediaries’ ADM systems rank the relevant links or posts. The result could be an upward
spiral during which the sorting algorithms and the algorithm-driven bots reinforce each other. The ensuing digital
public discussion would have nothing to do with reality. In other words, measured reach is not necessarily actual
reach.

5.6 Polarization is increasing, but for more reasons than just the Internet

The term “filter bubble” was coined by the American author Eli Pariser (2011). Pariser defines filter bubble thus:
“this unique, personal universe of information created just for you by this array of personalizing filters”,Pariser’s
use of “personalizing filters” roughly matches what in this paper we call ADM processes: filtering and sorting of
content that is tailored for individual users based on algorithmic processes.

The idea that digital communication services could help constrict the medial view of the world did not originate
with Pariser. This idea was advanced as early as 2001 by American legal scholar Cass Sunstein (2001; 2008).
Sunstein speaks of “information cocoons,” i.e. “communications universes in which we hear only what we choose
and only what comforts and pleases us” (Sunstein 2008). At the same time, he is mostly concerned with
personalization on the basis of an individual’s selective decisions, and less with the impact of algorithmic
systems. Sunstein presented a concern that repeatedly resounds even in more recent work on this issue: that
personal universes of information could lead to political radicalization and that the process of democratic will-
building could be compromised if users no longer see a sufficient diversity of opposing viewpoints on
intermediaries’ sites. According to Sunstein, society could lose its “social glue,” analogous to a fear expressed by
Jürgen Habermas, who in 2008 warned that public life is disintegrating “in the virtual realm into a huge number of
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random, fragmented groups held together by special interests. This, seemingly, is how the public sphere as it
currently exists in national contexts is being undermined” (Habermas 2008).

Evidently Pariser’s vision of a society fragmented by widespread personalization was a cause of dissatisfaction at
Facebook. In 2015, a study appeared in Science which deployed a massive amount of Facebook data to see if
users availing themselves of an intermediary’s services are in fact exposed mostly to ideological content
reflecting their own attitudes (Bakshy, Messing and Adamic 2015). The three authors were Facebook employees,
which in and of itself was enough to generate controversy in the academic community. Science therefore
complemented the study with another article authored by an independent researcher, David Lazer of
Northeastern University, who praised Facebook for being willing to engage in discussion on the subject while also
warning that “this creates the risk that the only people who can study Facebook are researchers at Facebook”
(Lazer 2015).

In their study, the three Facebook authors come to the conclusion that filter bubbles are more of an imaginary
problem: “Our work suggests that individuals are exposed to more cross-cutting [political] discourse in social
media than they would be under the digital reality envisioned by some” (Bakshy u. a., 2015). In discussing this
point, the authors cite Pariser’s book.

Yet the Facebook researchers’ data in fact show that the algorithm led to a certain distortion in terms of the
political leanings of the viewed content: “The risk ratio comparing the probability of seeing cross-cutting content
relative to ideologically consistent content is 5% for conservatives and 8% for liberals” (Bakshy u. a., 2015).
According to the authors, the user’s own choices have a much greater impact: “Individual choices more than
algorithms limit exposure to attitude-challenging content” (ibid.).

Both this conclusion and the methodological approach taken by the Facebook researchers were the object of
severe criticism from some members of the social science community after the article appeared (for a summary,
see Lumb 2015). One point subject to particular criticism was that Bakshy, Messing and Adamic had attempted to
downplay the algorithmic ranking’s considerable impact by comparing it to the effect that the users’ own choices
had. One must be viewed separately from the other, maintains sociologist Zeynep Tufekci (2015). According to
Tufekci, what is ultimately novel, remarkable and significant is the effect the algorithmic ranking has on the mix of
content that is seen.

What presumably plays a key role in whether or not a user’s view of the world is restricted by Facebook is the
interplay of individual choices and ADM systems.

A group of researchers from the Institute for Advanced Study in Lucca, Italy, and colleagues from other
organizations have examined the diffusion of rumors, and conspiracy theories in particular, within social networks.
By evaluating Facebook data, the group came to the conclusion that users have a tendency to aggregate in
communities of interest, and they largely end up seeing content reflecting their common viewpoint. This results in
“confirmation bias, segregation and polarization.” In the context of social media, confirmation bias (see 5.3) leads
to “proliferation of biased narratives fomented by unsubstantiated rumors, mistrust, and paranoia” (Michela Del
Vicario et al. 2016).

In another study, a number of the researchers cited in the last paragraph also showed that conspiracy theorists in
particular react paradoxically when they are confronted with information that challenges their viewpoint: They
ignore facts that refute the conspiracy theory, or they surround themselves more closely with other like-minded
individuals from their echo chamber (Zollo et al. 2015). The work done by the Italian researchers suggests one
thing above all: The content that people in social networks share plays an important role in their identity
management (see for example Schmidt 2016). People share things that reflect their own world view (see also An,
Quercia and Crowcroft 2013).

An important issue in this regard is what happens when people encounter information that reinforces or
challenges their own positions, especially in the case of individuals who are already radicalized. In a study of
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participants in US-based online discussion forums for neo-Nazis, Magdalena Wojcieszak (2010) came to the
conclusion that users of such platforms use the content they find there to “rebut counter-arguments and generate
rationales that strengthen their predilections” (ibid.). The communications researcher quotes an anonymous
member of one of the right-wing forums she examined as follows: “We are existing in a world filled with influence,
but are mostly immune to it because we have educated ourselves.” Education here refers, for example, to
gathering arguments for why the Holocaust did not happen or why the “white race” is superior. At least for
persons who have already been radicalized to some degree, the availability of environments offering extremist
messages – be they Internet forums or Facebook groups – can apparently lead to further radicalization (ibid.).

Empirical research is still relatively rare that offers clear proof for or against a far-reaching impact of digital
communications platforms or ADM systems on democratic decision-making processes. There are indications of
constriction by content-proffering intermediaries (see for example An, Quercia and Crowcroft 2013), while several
authors have called for moderation, since “there is little empirical evidence that warrants any worries about filter
bubbles” (Borgesius et al. 2016).

One of the few large-scale studies on the topic comes to an ambivalent conclusion. Flaxman, Goel and Rao
(2016) examined the media consumption of 50,000 Internet users living in the United States. Their main finding
is:

We showed that articles found via social media or web-search engines are indeed associated
with higher ideological segregation than those an individual reads by directly visiting news sites.
However, we also found, somewhat counterintuitively, that these channels are associated with
greater exposure to opposing perspectives. Finally, we showed that the vast majority of online
news consumption mimicked traditional offline reading habits, with individuals directly visiting the
home pages of their favorite, typically mainstream, news outlets. We thus uncovered evidence for
both sides of the debate, while also finding that the magnitude of the effects is relatively modest.
(Flaxman, Goel and Rao 2016)

In contrast to Pariser (2011) and Sunstein (2001; 2008), the authors believe that “while social media and search
do appear to contribute to segregation, the lack of within-user variation seems to be driven primarily by direct
browsing [of online news sources]” (ibid.). The “partisan” reportage that users see comes from sources that
Flaxman et al. tend to consider “mainstream,” from “the New York Times on the left to Fox News … on the right.”
Ideologically extreme sites like Breitbart News “do not appear to quantitatively impact the dynamics of news
consumption” (ibid.). Yet it must be noted that the data for the study were collected between March and May
2013, i.e. long before the final phase of the most recent US presidential election.

A study that appeared in 2017 comes to a decidedly different conclusion regarding the significance of Breitbart
News and similar publications, namely that the politically extreme news outlets dictated issues to more moderate
outlets like Fox News with its “hyper-partisan” reports, and even massively influenced coverage by more liberal
media, “in particular coverage of Hillary Clinton.” According to the study, social media played a key role here as a
diffusion channel. Information gleaned from 1.25 million stories that appeared online on social media between
April 1, 2015 and the election in November 2016 reveals that “a right-wing media network anchored around
Breitbart developed as a distinct and insulated media system, using social media as a backbone to transmit a
hyper-partisan perspective to the world” (Benkler et al. 2017).

Widespread consensus exists among researchers working in this field that media users, especially in politically
highly polarized societies like the US, are increasingly limiting themselves ideologically in terms of where they get
their news. Iyengar and Hahn (2009), for example, show that Republicans in the US gravitate towards Fox News
and away from more liberal media such as CNN and NPR, while Democrats tend to do exactly the reverse. Given
the greater choice resulting from digital media, this mechanism could “contribute to the further polarization of the
news audience.” Politically extreme publications such as Breitbart News have only become available to a wider
audience because of the possibility of digital distribution. According to another study by Iyengar and Westwood
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(2015), this polarization is, however, not simply a result of the Internet:  The “divergence in affect toward the in
and out parties – affective polarization – has increased substantially over the past four decades.”

Iyengar and Westwood had participants in the study who are acknowledged Republicans and Democrats give
grants to what proved to be fictitious high-school graduates. The grades of the fictitious applicants were of
secondary importance, while their purported party affiliation played a key role in decisions about who would
receive support: Republicans gave scholarships to Republicans, Democrats to Democrats. The often very
aggressive political rhetoric used by political players in the US and the willingness to denigrate political opponents
have led members of both parties to “feel free to express animus and engage in discriminatory behavior toward
opposing partisans”, Iyengar and Westwood write. A two-party, first-past-the-post system like the one in the US
could conceivably reinforce this explicit form of polarization (see for example Trilling, van Klingeren and Tsfati
2016).

Boxell and colleagues (2017) also note that the growing polarization cannot be ascribed to the Internet alone:

We find that the increase in polarization is largest among the groups least likely to use the
internet and social media. A normalized index of our nine polarization measures increases by
0.18 index points overall between 1996 and 2012. Among respondents aged 75 and older, the
increase is 0.38 index points, whereas for adults under age 40, the increase is 0.05 index points.
Across intermediate age groups, the growth in polarization is consistently higher among older
respondents. Polarization increases more for the old than the young in eight of the nine individual
measures. A similar pattern emerges for groups of respondents divided by our broader index of
predicted internet use. (Boxell et. al, 2017)

In sum, there are clear indications that complex interactions exist between intermediaries, ADM systems,
expanded and diversified news sources, the political system found in any given country and the phenomenon of
political polarization. As Borgesius et al. (2016) emphasize: “The effect of personalised news on polarisation is
conditional on the political system.” A recent study from the Netherlands, which does not have a two-party
system, asserts that no clear correlation exists between polarization and information reflecting individual political
attitudes. In other words: Whether or not someone in the Netherlands holds extreme political views does not
depend on his or her being exposed to selective media content evincing a certain political slant (Trilling, van
Klingeren and Tsfati 2016).

5.7 Conclusion: Complex interactions reinforced by algorithmic processes

As the previous sections show, public discourse and public opinion result from the complex interactions of various
factors as refracted through digital intermediaries. On the individual level, certain user behaviors play a role and
can, in turn, be encouraged by media offerings and how those offerings are designed. Thus, media content is
often shared only based on its headline and introductory text without the sharer having actually engaged with it
thoroughly. Moreover, content that causes a strong emotional reaction is often passed along to others and
discussed at length.
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Figure 3: Digital discourse – Structural change, influencing factors and current situation

These signals are included in the algorithmic ranking of content, thereby increasing the probability that content
which is particularly suitable for rousing emotion will reach an even wider audience. Cognitive distortions known
to psychologists such as the availability heuristic presumably interact with mechanisms of this sort: How users
view the world is potentially determined by content that neither they nor the people who shared it have actually
viewed completely. The goals and principles underlying intermediaries’ design choices reinforce such distortions
and any actions carried out without any notable cognitive engagement. One key design principle is ensuring that
all desired activities are executed as simply as possible; any barriers that might lead to a cognitive deceleration
are identified and removed, if possible.
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For commercial or propagandistic reasons, external actors become involved in this process using automated
mechanisms such as bots which are designed for manipulative purposes, ensuring that certain content and ideas
receive more attention than would otherwise be the case. Ultimately, the interplay of individual user choices,
algorithmic ranking systems and psychological factors leads, at least among a subset of users, to increased
polarization of the content users see and their social and political attitudes. ADM processes are only one factor in
this complex construct, but one that interacts with all other factors, thus potentially magnifying both shortcomings
in human cognition and concerted efforts to manipulate the relevant processes through the use of technology.
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6 How it should be: Principles for guiding public discourse

The above analysis of the main factors causing a structural change in public discourse suggests that
intermediaries are exerting greater influence on the formation of public opinion and social debate. Using two
intermediaries as examples, Facebook and Google, we have ascertained that known ranking signals and the
method used for evaluating relevance for each individual user essentially serve as a general guiding principle for
the structuring of online content. We now want to compare this principle with those used by editorial media in
Germany to form public opinion. We use the following chapter to identify these principles, focusing on those that
underlie the norms used to inform professional ethics and in institutional and regulatory contexts.

A comparison of the guiding principles known to be deployed by particularly relevant intermediaries and those
used by editorial media is, we believe, not only appropriate but necessary. For many users, intermediaries fulfill
functions comparable to those addressed by editorial media – functions, for example, that are relevant to our
research, such as providing guidance on political, economic and cultural happenings, and facilitating participation
in the social discourse. The need for comparison remains even if some users focus on other functions.

In terms of the principles guiding public discourse, it seems more helpful to analyze the constituent parts of what
is communicated than its means of transmission. No fundamental differences are to be found here between
intermediaries and editorial media which might prohibit a comparison of principles. A suitable system for doing
this has been proposed by Jan-Hinrik Schmidt (2016: 286), who differentiates between three modes of
communication:

 Publication (one to many): e.g. editorial media targeting a wide online audience (Spiegel Online)
 Conversation (one to one, one to few): e.g. chat groups
 Human-machine interaction: e.g. databank queries, search machines

If we look at the modes of communication employed by the platforms analyzed in this paper, we see an
increasing convergence: One-to-many communication predominates among editorially curated media, although
they also engage to some extent in one-to-few communication in their forums and social media channels (e.g.
responses to criticism or reader contributions in comments).

At first glance, one-to-few communication predominates in social networks. People share their personal
experiences, mentioning one-to-many sources while adding a personal comment, a recommendation or criticism
for their social cohort in the network. Editorially curated media, however, also engage in one-to-many
communication using their social media accounts. When a site like Buzzfeed or the Huffington Post posts videos
or stories directly on Facebook, this mode of communication can hardly be differentiated from publication using
the site’s own app or website. Both modes of communication are, moreover, inseparable from human-machine
interaction when it comes to intermediaries such as Facebook: A user only sees the comment posted by a friend
about an article on Spiegel Online because the ADM ranking process allowed it.

Since the type of communication employed by editorially and algorithmically curated media and intermediaries is
converging, there is much to suggest that their guiding principles should converge as well. We are not arguing for
principles that are identical or for having one system adopt principles used by another. A comparison and
analysis are warranted, nonetheless. Editorially curated media and algorithmically curated intermediaries differ in
multiple respects. However, when intermediaries and editorial media assist people by providing guidance on
political, economic and cultural events and by helping them participate in the social discourse, an argument can
be made for their adhering to similar principles. We will now outline, using select principles, what German society
expects of its public discourse. According to these principles, social debate is more than the aggregation of
individual choices, and quality is more than just an exact reflection of individual preferences. It is a process that
involves more than just ensuring each and every individual preference is satisfied. These principles, derived from
Germany’s Basic Law, illustrate what a positive structuring of public discourse might look like. They illustrate what
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a focus on participation and participation itself both mean when it comes to public opinion and social discourse
and what a positive structuring of public discourse could be like if it is designed to include everyone.

6.1 Freedom

Germany’s Basic Law guarantees freedom of expression and freedom of information as basic rights, from which
related rights can be derived, such as the right to a positive structuring of public discourse. Such a structuring is
characterized by qualities such as respect for the truth and integration, instead of simply a “negative” structuring,
i.e. the absence of government interference in freedom of expression (see Section 6.3.2). The two positions can
be contradictory: The freedom of expression enjoyed by journalists and editors at Germany’s public broadcasting
stations is, for example, constrained by the principles governing the broadcasters’ operations, i.e. the principles
meant to achieve a positive structuring of public discourse – in particular, the right the public has to
comprehensive and truthful information, as laid out by Germany’s Constitutional Court based on the Basic Law.
As stated in a ruling by the Constitutional Court: “It is the legislature’s responsibility to resolve these
contradictions” (Bundesverfassungsgericht 1981: 321).

In other words, in certain cases freedom of expression is limited, for example to ensure freedom of information.
The absence of interference does not ensure a positive structuring of public discourse. This interpretation of
freedom as a basic principle rests on a specific understanding of basic rights: “What is crucial here is the view
that individuals are free, above all, because they live in a society that, as the result of certain prerequisites and
the limitation of certain actions, ensures the highest degree of potential freedom for all its members” (Heesen
2016: 52). The Constitutional Court has explicitly stated that when a medium plays a significant role in forming
public opinion, the mere right to ward off government influence and be subject to the free play of market forces is
not sufficient: “In light of this situation, it would not be compatible with the constitutional requirement for ensuring
broadcasting freedom to merely exclude government interference and allow broadcasters to be exposed to the
free play of forces” (Bundesverfassungsgericht 1981: 323).

With that, the concept of freedom of expression and information as laid out in Germany’s Basic Law and as
interpreted by the country’s Constitutional Court differs fundamentally from the concept as it applies to media in
the United States. The principle of freedom of expression is very wide-ranging in the US, having been expanded
by the Supreme Court in a judgment (US Supreme Court 1969: Brandenburg v. Ohio 395 U.S. 444) that held that
general public endorsement of illegal acts and violence (in the case of a Ku Klux Klan member versus African
Americans) is permissible insofar as it is not a direct appeal for others to take immediate action. Public discourse
is, in this sense, a marketplace of ideas that should largely be driven by competition among the players within it. It
is predicated on the logic that counterarguments are the preferred defense against lies, racist comments or
incitement. Those who are attacked must defend themselves. More, not less free speech is the appropriate
response – that is the core argument advanced by Justice Louis Brandeis in his concurring opinion to a 1927
Supreme Court ruling (in a case involving a founding member of the Communist Labor Party):

If there be time to expose through discussion the falsehood and fallacies, to avert the evil by the
processes of education, the remedy to be applied is more speech, not enforced silence. Only an
emergency can justify repression. Such must be the rule if authority is to be reconciled with
freedom. (Justitia US Supreme Court 1927: 377)

Facebook has made reference in Germany, as elsewhere, to the possibility of responding to freely expressed
opinions with counter-opinions (Herbold 2016).
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6.2 Diversity

Public opinion can only be formed freely and thoroughly if “the constitutive diversity of opinion [required] for a free
democracy is represented” within the sum total of the offerings made available by the media
(Bundesverfassungsgericht 1981: 321). Dörr and Deicke, for example, see this call to pluralism as one of the
most significant structural requirements that follow from the democratic principle laid out in the Basic Law:

Diversity presupposes the existence and communication of various opinions and opinion-related
information, so that they might serve as the foundation for a communications process among the
public. It is even the foundation for the development of the individual and political autonomy
presupposed by Art. 1 paragraph 1 of the Basic Law, since this development requires the
individual to have knowledge of facts, as well as opinions and attitudes. (Dörr and Deicke 2015:
13)

Two models of pluralism greatly influence the implementation of this basic principle in Germany:

 Internal plurality: A service must be inherently balanced in its diversity (e.g. services offered by a
public broadcaster).

 External plurality: The entire range of services must be diverse in their entirety (e.g. the press).

This is the principle underlying broadcasting requirements in Germany, such as requirements for regional
programming that depend on the size of a broadcaster’s reach, and air time that must be reserved for
independent broadcasters.

6.3 Truth

6.3.1 Press: Truth-finding as a process and guiding ethical principle
In almost all codes of conduct used by European journalists, the truth is seen as a “key and crucial element”
(Bentele 2016: 63), for example as laid out in Section 1 of the press code maintained by the Deutscher Presserat
(German Press Council): “Respect for the truth, preservation of human dignity and accurate informing of the
public are the overriding principles of the Press. In this way, every person active in the Press preserves the
standing and credibility of the media” (Deutscher Presserat 2017: 2).

The principles are the starting point from which concrete applications follow, as discussed below. What is
important here is an acknowledgement of the fundamental nature of this norm: The code of conduct does not
state that the truth can be reported in every instance. The phrase “respect for the truth” instead formulates a goal
that reporting processes should be optimized to achieve.

The press code used by the German Press Council contains a number of concrete examples further elucidating
this principle, such as:

 “Unconfirmed reports, rumors or assumptions must be reported as such” (ibid.: 3).
 “If a publication concerns the publisher’s own interests, this must be clearly identifiable” (ibid.: 5).
 “The Press may call a person a perpetrator [during investigations and court proceedings] if he/she

has made a confession and there is also evidence against him/her or if he/she committed the crime in
public view” (ibid.: 7).

These concrete applications are the result of decisions made by the council following complaints that the press
code may have been violated. Using its adjudicatory practice, the council continues to develop the code, further
concretizing and updating the profession’s ethical principles. The council is sponsored by publishers’ and
journalists’ associations. It was established in 1956 as a system of professional self-regulation in order to forestall
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a planned national press law. The members of the council’s complaints board are appointed by the council’s
sponsors (in plenum) in keeping with the concept of the council as a self-regulatory ethics organization.

The approach taken by the press code and press council presupposes that identifying the truth is a process, and
providing accurate information is clearly predicated on using certain tried-and-true methods of acquiring
knowledge. This is reminiscent of scholarly research: Statements must be verifiable, comprehensible and
falsifiable so that they might be considered true until refuted.

6.3.2 Broadcasting: A basic right to accurate information
In its third ruling on broadcasting, the German Constitutional Court made it clear that, given the right to freedom
of information as laid out in the Basic Law (Section 5 paragraph 1 sentence 1 clause 2), a “right to comprehensive
and accurate information” exists (Bundesverfassungsgericht 1981: 321). The Constitutional Court has ruled that
freedom of broadcasting means more than just non-interference in the traditional sense; mere freedom from
government encroachment does not necessarily make a “free and comprehensive formation of public opinion”
possible (ibid.: 320). What is required instead is a “positive structure.”

This structure must be put in place by the legislature. In terms of Germany’s broadcasting system, what is
paramount, according to the ruling by the Constitutional Court, is that “free, comprehensive and accurate opinion
is ensured in the sense laid out here” (ibid.: 321). The country’s legally mandated programming principles thus
require its public broadcasters to achieve this goal. For example, the law governing broadcaster WDR mandates
in Section 5 paragraph 4 that WDR “must respect the truth.”

Broadcasting councils made up of representatives of different social groups (varying from state to state) are
responsible for ensuring these programming principles are upheld by public broadcasters. The concept
underlying the councils’ composition is different from the one used by the press council in that the councils are
not meant to develop ethical guidelines for members of the profession, but to carry out a controlling function for
society as a whole. To that degree, the broadcasting councils should reflect society’s make-up, an ideal that has
not been achieved, as Donges pointedly notes: “If one looks at the bodies within the public broadcasters, for
example, one sees that society in general is not represented there, but its older, masculine and high-status
subsection” (Donges: 97).

Outsiders may submit complaints within this system as well. In contrast to the press council, however, the
broadcasting councils cannot further refine or update the broadcasting principles, they can only respond to each
individual case.

6.4 Integration

The ideal of a deliberative public sees social integration as a core characteristic of any positive structuring of
public discourse. Deliberation – the exchange of arguments within the social discourse – is meant to lead to a
balancing of viewpoints and consensus. This ideal envisions deliberation “through which people recognize the
potential diversity of positions and opinions and thus enter into a dialogue with each other whose goal is
achieving understanding” (Schmidt et al. 2017: 26).5

The ideal of a deliberative public sees the clash of opinions not as a repetitive, ongoing cycle, but as a process
with various phases of development. The prerequisites for ensuring the process succeeds are exchange,
rationality and argumentation:

5 “This characterization is based on ideas advanced by Jürgen Habermas (1981), without doing justice to the complexity of his
theory of the public sphere” (Schmidt et al.: 26).
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The idea of public deliberation is precisely that of striving for consensus through dissent. Criticism
and problematization are just as much a part of the discourse as the attempt to rationally
overcome dissent. And we can hardly speak of a serious discussion if the participants do not
intend in some form or other to convince each other with their arguments and, when appropriate,
allow themselves to be convinced. (Peters 2002: 31 f.)

The ideal of social integration through public deliberation is reminiscent of the mandate Germany’s public
broadcasters have of promoting social cohesion at the federal and state level. They are supposed to do this by
providing “a comprehensive overview of international, European, national and regional happenings in all key
areas of life” (die medienanstalten 2016: 19).

This ideal fundamentally informs the discussion of the function and impact of intermediaries in Germany, for
example the discussion of filter bubbles and echo chambers. When it comes to these phenomena, the question of
diversity must be posed anew: Although intermediaries offer access to a great diversity of content and source
material, they use personalized criteria to prioritize only a small and homogenous subsection of all the information
potentially available. The question arising from the guiding principles discussed here is: Which heterogeneity is
required in the prioritizing done by intermediaries for social integration to succeed, assisted by public
deliberation?

Social integration is also a guiding principle for public discourse on the European level. For example, the High
Level Expert Group on Media Diversity and Pluralism has warned that, because of personalized media content,
people could be exposed to less diverse opinions, which could in turn compromise public debate and the
democratic decistion making process (Vike-Freiberga et al. 2013). The Council of Europe has also issued
warnings regarding the impact on public opinion of algorithmic ranking done by search engines (Council of
Europe 2012a) and social networks (Council of Europe 2012b).

6.5 Conclusion: Applicability of guiding principles to algorithmically structured
public discourse

The following section discusses the degree to which the standards for public discourse outlined above as guiding
principles and ascribed to editorial media could also be applied to algorithmically structured services. We analyze
if these principles can be deployed, and how they can be interpreted, when intermediaries guide people as they
engage with current political, economic and cultural events and participate in social discourse.

Our ideas are based on findings relating to structural changes in public discourse (see Chapter 4) and the impact
of algorithmic processes on, and their interaction with, a variety of factors (see Chapter 5): the availability via
such services of large volumes of media content that is, in some cases, ideologically extreme; the manner in
which some users select and recommend content; the ranking of content based on signals that are sometimes
unclear to outsiders; the design decisions made by intermediaries and intermediaries’ surreptitiously conducted
experimental variations; the use of automated systems meant to manipulate public discussion; and other external
factors such as the political system found in each country.

6.5.1 Freedom as the freedom to determine relevance
As seen in analyses of their services, intermediaries such as Facebook and Google structure public discourse
according to their own principles and values. These design decisions (examined in Section 4.3) are, in our
opinion, ultimately editorial in nature, and include:

 Criteria according to which the intermediary weights relevance
 Signals it uses to operationalize and measure these criteria
 The weight it gives individual factors
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The weighting and selection of opinions, information and statements relating to current events is a form of
expression, something that Volokh states concisely in an acclaimed white paper commissioned by Google:

For example, a newspaper also includes the materials that its editors have selected and
arranged, while the speech of DrudgeReport.com or a search engine consists almost entirely of
the selected and arranged links to others' material. But the judgments are all, at their core,
editorial judgments about what users are likely to find interesting and valuable (Volokh and Falk
2012: 4 f.).

In this sense, intermediaries are gatekeepers of information diversity, as Morganti et al. (2015) put it. Philip Napoli
(2014a) goes further and speaks of automated media.

In the case of intermediaries, users’ influence on structure is greater than for an editorially curated medium. Yet
the signals sent consciously and unconsciously by users are dependent on the intermediary’s decisions about
which signals are possible and which will be reinforced. For that reason, user choices are not an independent
variable (see Section 5.4), but are constantly interacting with intermediaries’ efforts to shape content (see
Section 4.4).

Given the relevance of intermediaries for forming public opinion (see Section 3.2), it seems appropriate to
balance the intermediaries’ freedom of expression and the public’s right to comprehensive, accurate information
(see Section 6.1). No conclusive framework has been devised for how those intermediaries providing information
are to be included in the system developed by Germany’s Constitutional Court for ensuring freedom of
information and, subsequently, freedom of broadcasting. At the same time, recent rulings provide a few clues,
which Fetzer summarizes thus:

Content and services disseminated via the Internet, directed at the general public and relevant for
forming individual and collective opinions are covered by content protected by Article 5 paragraph
1 sentence 2 alternative 2 of the Basic Law [freedom of the press and broadcasting, alternatively
free development of one’s personality]. (Fetzer 2015: 8)

6.5.2 Diversity as diversity of algorithmic processes
Applying the principle of diversity to intermediaries reveals an implicit assumption: Diverse offerings will be used
diversely. That is the rationale underlying the requirement that various viewpoints be presented in the media (cf.
Burri 2013). Certain broadcasting regulations in Germany focus on threshold values of actual use, but beyond
that there is no actual engagement with the relationship between how the various products and services on offer
are used. Current empiric research provides no conclusive answer to the question of how usage in the digital
sphere has evolved as the range of offerings has increased. There are no empiric studies on the diversity of user
behavior. We do not know, for example, how large and how varied personalized News Feeds are. Little research
has been carried out in this area, among other reasons because it is difficult for outsiders to investigate how
intermediaries operate.

These questions all apply on the level of how information is used, i.e. editorially curated content. How much
content is there, and how diverse is it? A second level of diversity must be differentiated here, one that seems to
be exceedingly relevant for intermediaries: the diverse processes used for selecting and ranking content. Every
intermediary conceptualizes relevance and weights signals accordingly. This journalistic activity is not controlled
by users. If users would like their Facebook News Feed to be ranked using an algorithmic process, they cannot
choose from multiple processes. As it applies to intermediaries, three levels of diversity must be considered:

 Algorithmic ranking (process)
 Products and services (output)
 Use (outcome)
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It should be noted that process and output influence use – and use can affect ranking and output. Algorithmic
processes make this interaction possible and mediate between all levels.

The narrowing of process diversity cannot be equated with phenomena known from editorially curated media.
Here it is not a case – or not currently a case – of partisan viewpoints (e.g. conservative vs. liberal intermediaries)
serving as a basis for prioritization. Instead, it is a case of whether the range of relevance criteria used by
intermediaries is limited or not. For some intermediaries, posts that call forth negative emotions have a
measurably greater reach than more neutral posts (see Section 5.4). This is the result of how the platforms are
designed: User interfaces are optimized for easily accessible reactions that promote a certain form of interaction,
and the algorithmic system uses these interactions as a sign of relevance. Other processes for measuring
relevance would produce other results and would not, in sum, favor negative posts to the same degree. This,
however, would only be possible if a greater selection of algorithmic processes were available for use.

Less diversity is undoubtedly present given that very few intermediaries aim to achieve an extremely wide reach
and extremely high user-engagement times, and given that each of these providers only permits and makes use
of its own processes for ascertaining relevance.

Thus, a more broadly based analytic foundation is required for interventions that can promote diversity among
intermediaries than is needed for ensuring diversity at traditional broadcasters and in the press. Diversity must
also be examined and addressed in terms of the diversity of algorithmic ranking processes (process level).
Moreover, another approach is needed for analyzing actual use and the actual content made available by
intermediaries than for analyzing editorial media. If researchers are to investigate how algorithmic-driven
personalization tools impact the diversity of content and use, they must be able to access the relevant underlying
data.

6.5.3 Respect for the truth
If algorithmic tools for determining relevance are used to structure public discourse, then they must be assessed
based on whether or not they evince respect for the truth. There are no cogent arguments for not applying the
principles found in the Basic Law and in judicial rulings to intermediaries that help form public opinion. The key
question is: To what degree must these providers commit themselves to respecting the truth? The answer is
clearly more than Facebook does in its News Feed Values, which do not reference this principle at all (Facebook
2016b), but probably not to the extent that editorially curated media are regulated or regulate themselves.

The discussion about strategically posted, viral fake news in Germany shows that intermediaries can also be held
to this standard. We do not use the term “fake news” but refer instead to “Falschinformationen”: false information
that is “intentionally produced and diffused, and formulated in a way that takes advantage of the logics used by
social media” (Reinbold 2017).

When it comes to intermediaries and respect for the truth, one must also ask to what degree the evaluated
signals make it possible to falsify widespread user reactions (see Section 5.5). Not only must ranked content be
held to the standard of respecting the truth, so must the reactions of the (purported) public as disseminated by
intermediaries.

6.5.4 Social integration
This principle is the most difficult to transfer to intermediaries from editorially curated media. By definition, it
conflicts with the personalization of ADM processes, even if concerns about filter bubbles and echo chambers are
only partially justified given current empiric findings (see Section 5.6). In terms of these phenomena, the principle
of social integration pertains more to the outcome level than the principle of diversity does, since integration
refers to actual use and the quality of the resulting reactions. If, for example, an intermediary’s offerings lead to
users being confronted with diverse content, but this content increases the existing polarization among social
groups, then the relevant algorithmic process promotes diversity, but not integration.
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The integrative effect of a deliberative public discussion does not relate solely to personalization, selection and
prioritization, but also to the discourse that ensues. This level is often absent from debates about filter bubbles
and their consequences: All intermediaries which promote discourse through the social components of their
platforms have a direct influence on the quality of social discourse as a result of their efforts to shape and
facilitate interactions. Numerous findings suggest that this has a considerable impact on user behavior (for an
overview see Diakopoulos 2016b).

A platform that designs comments and possibilities for interaction in a way that serves the ideal of deliberative
public discourse would perhaps evaluate other signals and use them as success metrics. A fundamental
difference in design can be seen in those optimized for balancing consensus, such as MediaWiki (the operating
software used by Wikipedia) and LiquidFeedback, as opposed to those that promote unlimited ongoing
comments. In their analysis of Germany’s Pirate Party, Lobo and Lauer provide insight into how an intermediary’s
design can influence public opinion:

In about 2010, Twitter began functioning as an emotional vent for the Pirate base, as a swingboat
for maximizing outrage…. The main social media platforms are perfectly suited for mobilization,
for creating groups and for disseminating information in the blink of an eye – but not for
productive, political discussion; that is why such arenas for debate must be structured completely
differently than Twitter and Facebook are. What are needed are unique, functional platforms that
promote digital democracy. (Lobo and Lauer 2015: loc. 2436 ff.)

These days, Facebook reaches more than half of the 23.3 million Germans who, on an average day, keep
abreast of current events using algorithmically curated sites. They not only learn what has happened that day, but
also experience the purported social discussion about it. The current debate about issues such as hate speech
and disinformation in social networks suggests that the social discussion taking place there is often not seen as
productive and constructive, but, on the contrary, as aggressive and often repellent. When considering social
participation, this seems to be a missed opportunity: Never before in history have so many people gathered in
what are for the most part public spaces to participate in debates on a variety of topics, including political and
social issues. Yet the outcome is not currently seen as enriching deliberative democracy, but largely as
hampering and even endangering it.
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7 What we can do: Approaches to intervention

As the previous findings show, the guiding principles of freedom, truth, diversity and social integration are
fundamentally suitable for analyzing intermediaries which provide insight into political, economic and cultural
happenings and which facilitate participation in social discourse. The application of these principles to the digital
sphere and its mediatory algorithmic processes needs, to some extent, a different analytic approach and a
different operationalization.

Options for making these guiding principles actionable and effective can essentially be found in two areas:

 Algorithmic decision-making
 Human perception

Both areas have a significant impact on the formation of public opinion in the digital sphere (see Section 4.1) and
are closely interconnected. According to current findings, causality is rarely clear: Cognitive distortions influence
which signals people send when using intermediary sites; ADM processes evaluate these signals as proxies for
relevance, thereby potentially scaling the distortions seen in the data, which then become the basis for rankings
of certain media content and, in turn, user responses. In addition, relevance signals can be manipulated
externally through the deployment of technology. In terms of interventions, we differentiate between three levels
applicable to both areas:

 Macro level: Social framework, guiding principles, regulation, government actors
 Meso level: Businesses, public institutions, self-regulatory bodies
 Micro level: Media users, developers, journalists

If we employ this matrix to analyze (presumably) clearly known phenomena such as fake news, multifaceted,
shifting factors can be seen underlying the phenomena on various levels. For example, it is easier to use
intermediaries to reach a wide audience without deploying established media brands. It is easier to fake a critical
mass of interest for certain content using manipulated user profiles. And it is easier, with optimized content, to
make use of cognitive distortions to generate a critical mass of user reactions. This range of interdependent
factors suggests that one intervention alone will not suffice to rectify the situation and that a systematic
examination is necessary to identify appropriate responses (see Table 5).

Table 5: Factors for disseminating consciously posted fake news on intermediaries

Level Algorithmic decision-making Human perception

Macro Lack of diversity of ADM processes

Insufficient evaluation

Widespread impact of intermediaries that are designed
using principles which promote specific cognitive
distortions

Meso Selection and weighting of signals

Lack of adherence to the principle of “respect for
the truth” among intermediaries

Lack of independent bodies (e.g. analogous to
the German Press Council)

Lack of measures for reducing the impact of cognitive
distortions

Micro Identification of individual “fake news” posts as
highly relevant

Decisions made by developers and evaluators

Diffusion of fake news; possible causes: misinterpretation
by ADM processes, dominance of other needs besides
the desire for information (reinforcement of group
membership, user identity, etc.)
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Source: The authors.

In the following, we present approaches for introducing potential improvements in the areas shown in the table
above. We define “improvements” as ensuring that the principles discussed above relating to public discourse are
given greater consideration when algorithmic processes are used to structure public discourse. We do not
develop and recommend specific solutions, but identify instead effective approaches for further investigation (see
Table 6).

Table 6: Approaches and interventions

Level Algorithmic decision-making Human perception

Macro Using guiding principles to increase social
understanding

Ensuring a broad range of relevance metrics

Ensuring external auditing

Research and external evaluation

Meso Promoting external evaluation

Development of alternative relevance metrics

Institutional anchoring and dynamic development
of guiding principles (e.g. professional ethics,
“Algorithm Council” as self-regulatory body,
impact review of ADM changes)

Ensuring a range of forums for user interaction

Inoculation

Micro Anchoring of guiding principles for individuals
(e.g. in educational programs)

Promoting individual skills for dealing with
algorithmic systems

Diverse individual input

Sensitization to the consequences of cognitive
distortion

Source: The authors.

To have a social debate about the type of public discourse society wants, ADM processes are required that are
transparent, explainable, verifiable and correctable. Also needed are responsible actors who are skilled in using
the relevant applications. If we do not know where we are headed when we optimize ADM processes and what
the goal is, it will be impossible to discuss whether these processes are good or bad in terms of participation. It
will also be impossible to know which principles can provide concrete guidance on promoting participation, thus
shaping public discourse in a positive sense.

7.1 Shaping ADM processes to promote participation

7.1.1 Using guiding principles to increase social understanding (macro level)
A social agreement on the principles needed to guide public discourse in the digital sphere is the precondition for
shaping the discourse for the common good. In Germany, however, the various intermediaries and ADM
processes have not been anchored in the country’s social agreements for ensuring diversity (see Section 7.1.2).

There has been no ruling by the Constitutional Court on the degree to which positive efforts by broadcasters to
ensure freedom of information must also apply to the digital sphere. It has still not been definitively clarified in
which instances federal or state institutions are responsible for enforcing the country’s telecommunications and
media laws. Federal or state institutions could precipitate a clarification by actively addressing this nebulous
situation. If diversity is to be promoted among intermediaries on the macro level, then greater awareness is
required about what limits diversity in this area. Also needed are effective measures for shaping what are in
essence public services in the digital sphere – followed by legislative changes, if necessary.
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7.1.2 Ensuring a broad range of relevance metrics (macro level)
If only few conceptions of relevance exist in the digital sphere coupled with few corresponding algorithmic
processes within the social discourse, then society’s potential diversity is reduced accordingly.  What is required
here is an enlarged understanding of diversity and how it can be ensured, i.e. diversity of algorithmic processes,
of provider models and of goals for structuring public discourse in the digital sphere.

One fact is key for identifying approaches that can increase diversity on the macro level: There is no technical or
functional reason that requires people to use only one algorithmic process (i.e. that of the operator) for assigning
relevance when engaging with a website. This is predominantly the case for intermediaries in the digital sphere,
yet when one looks back at the history of the World Wide Web and the Internet, it is a comparatively recent
development. In the mid-aughts, open standards such as rich site summary (RSS) and Outline Processor Markup
Language (OPML), not to mention simple aids such as CSV address-book files, made it possible to transmit
collective source material and social links. That allowed users to identify their own structured signals (“Which
sources do I like and which people do I know?”) when engaging with various providers of algorithmically
structured services. The degree to which portability is still possible today can be seen in services such as Nuzzel
which, based on application program interfaces (APIs), avail themselves of the social infrastructure provided by
Twitter and Facebook to offer, despite the infrastructure’s very limited usability, a clearly alternative selection of
information.

Other possibilities exist. Theoretically, a social graph or search index could serve as infrastructure and be
evaluated without restriction using alternative processes and goals. As a result, intermediaries could deploy
models that promote diversity both within their own operations and externally. What is required is relinquishing
the idea that the relationships captured by an intermediary’s infrastructure (e.g. between accounts or between
websites indexed on the Internet) must be evaluated using one sole process.

If intermediaries are to ensure diversity, other aspects (beyond having a range of editorial media on offer) must
be considered that have rarely been examined until now: the diversity of processes that can be used for
structuring public discourse, and the diversity of actual use. The latter concept must be considered in greater
detail. Information about individual stories and posts is just as relevant as the overall reach of select media
products, as captured, for example, by Germany’s MedienVielfaltsMonitor (MediaDiversityMonitor). This is true
since only on the level of specific posts can an understanding be gleaned of how certain effects such as filter
bubbles limit diversity (see Section 5.6). When it comes to how the algorithmic structuring of public discourse
affects diversity, the relevant media oversight authorities are ineffective given the current lack of research and
expertise.

Mittelstadt outlines the areas where interventions are needed and could conceivably be deployed (for more on
external accessibility and evaluation see Section 7.1.2):

One possibility for managing algorithmic auditing would be a regulatory body to oversee service
providers whose work has a foreseeable impact on political discourse by detecting biased
outcomes as indicated by the distribution of content types across political groups. (Mittelstadt
2016b: 4998)

Having not yet taken place, a social debate is needed to determine which instruments can ensure diversity on this
level. The spectrum of possible, and as yet undeployed, instruments is broad: No proposals, for example, have
been made for creating a public framework to govern intermediaries which are not designed to maximize income
by promoting reach and advertising. Ideas are still lacking for how alternative models of service provision can be
created that both serve business interests and ensure diversity. In contrast, in the Netherlands the
Stimuleringsfonds voor de Journalistiek, funded by the Ministry of Culture, shows through its early support of
services such as Blendle that possibilities indeed exist. Approaches used in the third sector for intermediaries
have yet to be tried in Germany; in the United States, the Wikimedia Foundation and the Mozilla Foundation are
prime examples demonstrating that alternative models can result in more diverse products and services.
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7.1.3 Ensuring external auditing (macro level)
Researchers who do not work for the relevant intermediaries face a number of problems when investigating and
evaluating processes at algorithmically curated online services. Application programming interfaces (APIs), for
example, were designed to assist external developers create games or other applications which run on sites such
as Facebook and which sometimes access information stored by the site operator such as a user’s list of friends.
Theoretically, APIs can also be used by researchers to carry out analysis or test hypotheses based on the large
datasets collected by platform operators. Practically speaking, however, access to these interfaces for such
purposes is often limited.

In contrast to the Twitter API, using the API of Facebook means that researchers have to request
permission to collect nonpublic data from the participants through a Facebook app. (Lomborg and
Bechmann 2014)

One explanation for the restrictions confronting researchers is provided by Puschmann and Ausserhofer:

Facebook has greatly restricted access to user data through the API out of privacy concerns, as
have other platforms. When dubious actors acquire large amounts of data that are clearly not
used for the API’s intended purpose, this often leads to a tightening of policies by the API’s
operators, if only because providing and sustaining the performance of an API is not trivial
computationally. (Puschmann and Ausserhofer 2017 in: Schäfer and van Es 2017)

Over the years, Twitter, too, has limited the options for accessing its APIs, as noted by Puschmann and
Ausserhofer:

Initially offering broad access to data in the first years of its operation in order to encourage
development of derivate services, such as software clients for unsupported platforms, the
company reasserted its control by making access to data more restrictive in several successive
steps over recent years. (Puschmann and Ausserhofer 2017 in: Schäfer and van Es 2017)

Puschmann and Burgess use Twitter to summarize the difficult situation regarding availability of user and
operational data on online platforms:

Platform providers and users are in a constant state of negotiation regarding access to and
control over information. Both on Twitter and on other platforms, this negotiation is conducted
with contractual and technical instruments by the provider, and with ad hoc activism by some
users. The complex relationships among platform providers, end users, and a variety of third
parties (e.g. marketers, governments, researchers) further complicate the picture. These nascent
conflicts are likely to deepen in the coming years, as the value of data increases while privacy
concerns mount and those without access feel increasingly marginalized. (Puschmann and
Burgess 2013, in: Weller 2013)

Another problem ensues from the terms and conditions set by intermediaries. Purely to prevent manipulation, for
example by bots, Facebook, among others, forbids the creation of profiles, known as sock puppets, not
associated with an actual human user. This, however, greatly limits the possibilities researchers have of
observing and checking how ranking algorithms work by isolating variations.

More empirical work is needed if an evidence-based discourse is to take place on the influence of algorithmically
structured intermediaries. Currently, researches can only audit and evaluate intermediaries’ operations to a
limited degree. What is required are:

 Transparency: Information on the data used, how it is weighted and the relevant impacts
 Explainability: Making decisions (and criteria) comprehensible as a prerequisite for discourse
 Verifiability: Auditing and assessment of algorithmic decisions by independent third parties
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Much can be learned about the social evaluation of ADM processes from the debate on the subject that has taken
place the United States, one that has progressed further than the German debate. One aspect that must be
concretized is what should be expected of intermediaries with a wide reach. Only if clearly formulated quality
standards are in place will it be possible to ascertain the degree to which intermediaries fulfill, on a detailed level,
the relevant principles promoting public discourse.

Clear transparency requirements are set out by Diakopoulos (2016a: 60), who identifies the following five
categories for external evaluation of information on how ADM processes work:

 Where are people involved?
 Which data does the process reference?
 What does the model look like?
 Which conclusions does the process come to?
 Where and when is the process used?

7.1.4 Promoting external evaluation (meso level)
A number of suggestions have been made for facilitating external evaluation, although their execution must still
be worked out. One example is progressive transparency vis-à-vis institutions and the public. In cases where
providing complete transparency could prove disadvantageous, Tutt proposes making processes transparent
successively:

On the lighter end, an agency could require that certain aspects of certain machine-learning
algorithms (their code or training data) be certified by third-party organizations, helping to
preserve the trade secrecy of those algorithms and their training data. Intermediately, an agency
could require that companies using certain machine-learning algorithms provide qualitative
disclosures (analogous to SEC disclosures) that do not reveal trade secrets or other technical
details about how their algorithms work but nonetheless provide meaningful notice about how the
algorithm functions, how effective it is, and what errors it is most likely to make. (Tutt 2016: 18)

Algorithmic processes that are continually enhanced must be evaluated differently than static processes. Sandvig
et al. (2014) offer five approaches for researching such systems externally:

1. Code audit
2. Non-invasive user audit
3. Scraping audit (extracting data from accessible sources)
4. Systematic tests using sock puppets (see above for the difficulties relating to this approach)
5. Collaborative audit with volunteers or paid testers / Crowdsourcing audit

Sandvig’s crowdsourcing approach is reminiscent of the representative sample of households used in Germany
to ascertain television ratings. As this analogy shows, the expert debate on researching and assessing ADM
processes in general can be used to identify and adapt practical approaches for auditing intermediaries’
algorithmic processes.

These examples are by no means an exhaustive representation of the now extensive debate on researchers’ use
of the data collected by operators. They do, however, shed light on possibilities for regulation of algorithms.
Transparency requirements might have to be laid out to ensure the necessary datasets are made available.
Research-friendly rules and options for accessing operators’ databanks would go a long way towards increasing
the transparency of those ADM systems impacting public discourse, without requiring that the algorithms
themselves be made public, a move that would not be advisable for a number of reasons (see for example
Diakopoulos 2016a).
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Through targeted efforts that facilitate finding solutions, the private and social sectors could drive the
development and testing of prototypes for the required tools. As Sandvig writes, designing algorithmic systems
and processes so that they promote broad-based participation and thus serve the common good requires
commitment on the part of the public sector and civil society: “Regulating for auditability also implies an important
third-party role for government, researchers, concerned users, and/or public interest advocates to hold Internet
platforms accountable by routinely auditing them. This would require financial and institutional resources that
would support such an intervention: a kind of algorithm observatory acting for the public interest” (Sandvig et al.
2014: 18).

7.1.5 Development of alternative relevance metrics (meso level)
Depending on the findings of such evaluations, efforts would be necessary to improve signals, for example those
documenting relevance as defined by the guiding principles. Numerous projects exist dedicated to finding
solutions to specific challenges; they could be examined for their relevance and transferability to Germany. As
part of the Trust Project at the University of Santa Clara, for example, researchers are developing a list of
indicators signaling journalistic quality which can be extracted from a website’s HTML source code (Filloux 2017).
If it functions consistently and provides valid results, the list would be an important addition to the options for
evaluating the relevance of intermediaries such as Facebook.

7.1.6 Institutional anchoring and dynamic development of guiding principles (meso level)
In the area of editorially curated media in Germany, the principles guiding public discourse are ensured and
developed by numerous bodies dedicated to regulation, co-regulation and self-regulation. Institutions such as the
German Press Council and the country’s broadcasting boards are prime examples of instruments that guarantee
the following criteria are met:

 Appropriateness: Before a new ADM process is deployed, an understanding must be reached as to
its goals, social impact and suitability within a broad-based dialogue.

 Responsibility: It must be clear who is responsible at every step along the way for a process’s
proper deployment, and the relevant parties must ensure their responsibilities are being met.

It must be ascertained how institutions such as the press council delegate to intermediaries which shape the
public discourse. In the US, initial attempts at laying a foundation for a system of professional ethics have been
made by the Association for Computing Machinery (ACM) (USACM 2017), participants in the workshop Fairness,
Accountability, and Transparency in Machine Learning (FAT/ML) (2016) and developers of the Asilomar AI
Principles. Although these efforts treat ADM processes in general, they are a good starting point for transferring
findings to ADM processes that shape public discourse. The development of the press code and press council in
Germany shows that the practice of issuing judgments on an ongoing basis and examining concrete examples
has an effect on the individual level, since journalists often reference decisions made by the press council when
deciding how to act. Similar effects will hopefully also be discernible in the medium term as professional ethics for
ADM developers become available.

Binding predictions of social consequences could conceivably be used as a concrete instrument and promulgator
of professional ethics, as the FAT/ML group proposes for ADM processes: “When the system is launched, the
statement should be made public as a form of transparency so that the public has expectations for social impact
of the system” (FAT/ML 2016).

7.1.7 Anchoring of guiding principles for individuals (micro level)
Professional ethics developed and institutionalized as described above must be adopted on the individual level by
all persons who design algorithmic systems. To achieve this, professional ethics in its various guises could be
included in educational and training programs (Zweig 2017).
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7.1.8 Promoting individual skills for dealing with algorithmic systems (micro level)
Developers, operators and the public at large need information about the foundations, the potential shortcomings
and the impacts of algorithmic processes in general, as well as the assumptions underlying specific processes
with which they are confronted and the unintended consequences of those processes. What are needed here are
measures that sensitize people to the relevant issues, along with educational programs and advisory services
(such as those offered by consumer protection groups). Also required are instruments such as standardized,
public and generally comprehensible statements by the developers of a given algorithmic process as to their
basic assumptions, any unintended consequences of the process, etc. (Zweig 2017).

7.2 Responding to systematic distortions in human perception

7.2.1 Research and external evaluation (macro level)
Application-oriented research on optimizing user interfaces for intermediaries’ digital platforms is currently
focused on lowering barriers and thresholds. As a rule, the goal is to make user interactions as simple and
smooth as possible in order to maximize interaction frequency (see Section 5.4). Eyal lists a series of exemplary
questions that, according to tenets laid out by B. J. Fogg, designers must answer in order to “increase the
likelihood that a behavior will occur”:

Is the user short on time? Is the behavior too expensive? Is the user exhausted after a long day
of work? Is the product too difficult to understand? Is the user in a social context where the
behavior could be perceived as inappropriate? Is the behavior simply so far removed from the
user’s normal routine that its strangeness is off-putting? (Eyal 2014)

Eyal even recommends explicit, cognitive heuristics, such as anchoring and framing effects, that make targeted
use of distortions (see also Kahneman 2012a; Tversky and Kahnemann 1974) in order to activate certain
behaviors simply and effectively.

In other words, captology, the science of digital behavior modification, is largely based on the optimization of
System 1 processing (Kahneman 2012b), i.e. rapid, less strenuous, potentially emotional forms of cognition that
are prone to error and are unsuitable for addressing many more complex tasks such as engaging with social
contexts.

What would therefore be welcome is a research program that tends in the opposite direction: research of
applications that favor a demanding, deep and thorough engagement with content (System 2 processing). What
are not needed are answers to questions such as how extremely simple behaviors can be activated as frequently
and reliably as possible – clicking on a “like” button, for example – but questions such as how it is possible to
ensure that users only share or comment on a post if they truly engage with and, ideally, understand it, i.e. if they
have made a true cognitive effort before taking action.

7.2.2 Ensuring a range of forums for user interaction (meso level)
The shaping of digital products and services influences which type of human interaction predominates. Digital
offerings that are largely optimized for fast, less strenuous, potentially emotional forms of cognition (see Section
7.2.1) promote certain forms of engagement and discussion. As Lobo and Lauer (2015) ascertain: “The dominant
social media platforms are outstandingly suited to mobilization, to group-building and to lightning-quick
information diffusion – but not to productive, political discussion” (ibid.: 2436 ff.).

A starting point for intervention here is the creation of alternative platforms for narrowly defined areas of
application, carried out by nonprofit organizations. This does not mean creating new social networks, but using
clearly limited target groups and operational areas to identify where the need exists for digital products whose
algorithmic processes promote other cognitive processes – products, in other words, that are optimized to meet
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other objectives besides activating simple behavior as often and reliably as possible ad infinitum. An alternative
goal could be achieving consensus within a structured process that has a predefined end. Examples of
undertakings with such a goal include the Aula Project supported by the Bundeszentrale für politische Bildung
(German Federal Agency for Civic Education), in which students, using a platform based on liquid democracy,
develop ideas for improving their school and then build a majority, negotiate compromises and vote (Dobusch
2015). Another example is the Coral Project, a collaborative effort of the Mozilla Foundation, Knight Foundation,
New York Times and Washington Post, which develops software and materials to improve the discussion culture
in forums (The Coral Project 2016).

7.2.3 Inoculation through platform design (meso level)
According to several researchers, preventive steps can be taken to counteract disinformation and its impact. Van
der Linden et al. (2017) have shown using a large random sample that when warnings are given, especially
detailed ones, signaling that disinformation pertaining to man-made climate change is imminent, the
disinformation’s impact can in fact be neutralized. The authors speak of an “inoculation” against disinformation as
it is propagated with considerable vehemence by climate-change deniers, especially in the US. At the same time,
it is unclear to what extent this finding can be applied in more general terms to other issues and scenarios.
Moreover, the same inoculation method has clearly been used successfully by disseminators of disinformation
themselves, with both US President Donald Trump continuing to rail against the “dishonest media” which have
reported critically on his administration, and the battle cry of “Lügenpresse” (lying press) being declaimed in
Germany by members of the New Right to discredit German media across the board. Both instances can be seen
as attempts at “inoculation,” i.e. to turn the tables and cast doubt on critical reportage.

One concept that has recently proven popular in the relevant research literature for explaining certain distortions
in perception and processing, especially regarding politically infused information, is politically motivated reasoning
(see for example Taber, Cann and Kucsova 2009). In the words of Tabel et al.: “Citizens’ prior attitudes toward
the people, groups, or issues implicated in political arguments strongly bias how they process those arguments,
through selective exposure or selective judgment processes” (ibid.).

This concept is based on long-standing socio-psychological ideas such as the reduction of cognitive dissonance
(Festinger 2001). A research group recently highlighted findings that provide a measure of hope regarding the
problems resulting from politically motivated reasoning: Kahan et al. (2016) claim to have shown that scientific
curiosity can serve as a protective factor capable of offsetting the distorting effects of politically motivated
reasoning. According to the authors, a personality trait exists – scientific curiosity, something that has been much
debated among experts for quite some time – which can be defined as the joy of being surprised by results that
contradict one’s world view. Scientific curiosity is a characteristic that Kahan et al. maintain is exhibited to a
greater or lesser degree by all people and can, if especially present, counteract the distortions resulting from
politically motivated reasoning. However, research in this field is still in its infancy – and it is unclear and even
questionable if scientific curiosity can be awakened through education in people who do not naturally exhibit it.

A further approach for offsetting some of the factors discussed in Section 5.2 is having intermediaries change the
design of their offerings in order to encourage more reflective, considered interactions in lieu of the currently
preferred System 1 methods (see Section 5.4). Possibilities here include the targeted activation of certain types of
so-called meta cognition, i.e. thinking about one’s own thinking (Alter et al. 2007), thinking about actively delaying
certain reactions to content, and thinking about methods that encourage greater emotional distance to the subject
at hand (see for example Costa et al. 2014; Geipel, Hadjichristidis and Surian 2015).

NRKbeta, a website of NRK, the Norwegian public broadcasting company, is currently testing a system to
achieve exactly this goal. Before the website’s users post a comment on certain stories, they must first answer
three multiple-choice questions relating to the relevant content (Lichterman 2017). Without availing himself of
psychological findings or theories, one of the site’s editors explained the approach thus: “If you spend 15 seconds
on it, those are maybe 15 seconds that take the edge off the rant mode when people are commenting” (ibid.). In
addition, the editor said, the system ensures that people who comment on a story have actually read it.
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7.2.4 Diverse individual input (micro level)
A first step toward inoculation against possible participation-related distortions in personal media environments
would undoubtedly be an attempt to introduce diversity into the media that individual users are exposed to.
Distorted depictions of public discourse and disinformation seen on intermediary sites which is designed to be
misleading will of course be less impactful if users also access other sites. Against this background, activities that
give school students a basic awareness of the importance of engaging with diverse, quality media could
presumably also have an immunizing effect.

7.2.5 Sensitization to the consequences of cognitive distortion (micro level)
Responses such as those proposed in the preceding sections will take time. For that reason and others,
measures for controlling and monitoring the impacts of ADM processes should be supplemented by activities
designed to sensitize users to the issues resulting from those processes. Possibilities here include specially
designed training courses or continuing education seminars. Regardless of how the research develops in this
area, educational programs that emphasize facts, objectivity and a thorough examination of source materials will
play a crucial role. Indeed, they will gain considerably in importance over time as a means of inoculating the
public against strategically deployed disinformation such as the rejection of scientific and scholarly consensus.

A first step towards this sensitization could and should be to inform users of algorithmically curated services that
machine-based ranking processes are at work. Diverse empiric evidence exists, for example, that many
Facebook users are wholly unaware of the fact that their News Feed is based on specific criteria into which they
themselves have no insight. Meredith Morris, for instance, has shown that some users were annoyed by how
often they saw pictures of newborn babies in their News Feed and thus came to the conclusion that new mothers
were flooding Facebook with images of their offspring (Morris 2014). Yet this assumption was not supported by
empiric verification: The frequency of baby pictures on Facebook as perceived by users stemmed from the fact
that these images received many likes and comments and were therefore placed higher in the ranking by the
algorithm.

In an extensive qualitative study involving 40 participants, Eslami et al. (2015a; 2015b) ascertained that less than
half of the participants were aware that Facebook uses a ranking algorithm (see Section 3.2). The researchers
developed FeedVis, an application that makes it possible for users to see both their personalized, algorithmically
curated News Feed and an unfiltered version in which individual posts appear in their entirety and in reverse
chronological order. FeedVis also allows users to set their own priorities for ranking incoming posts, for example
by showing contacts more frequently that have previously been underrepresented, or by reducing the frequency
of other contacts.

Eslami et al. (2015b) report that in one of their studies 83% of the participants subsequently changed their
Facebook behavior after seeing their unfiltered News Feed using FeedVis. Several began actively using the
network’s settings options, others changed the way they interacted with contacts on the platform in order to signal
to the algorithm which people or pages they wanted to see content from more often. In follow-up interviews,
several participants said they had become more selective about when they clicked the “like” button “because it
will have consequences on what [they] see/don’t see in the future.” One participant even stopped using Facebook
completely since, after learning about the algorithmic curation, she said she felt “like I was being lied to” (ibid.).

If they were demonstrated as part of classroom instruction or continuing education programs, such comparisons
would be an easily implementable method of explaining the mechanisms used by the relevant platforms, a
method that could both increase awareness and change behavior and, thus, presumably have a long-term
impact.

A non-personalized but very compelling method of visualizing the distortions arising from personalization can be
seen in projects such as Jon Keegan’s Blue Feed, Red Feed (Keegan 2016). Based on the Science study cited in
Section 5.6 carried out by researchers working for Facebook, Keegan developed two Facebook accounts for the
Wall Street Journal which contained only stories shared by either “very conservatively” or “very liberally” aligned
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Facebook accounts as determined by data collected by Bakshy et al. (2015). The findings, which continue to be
updated, provide insight into the media experience that two different, fictional Facebook users have when they
engage with a variety of issues. Similar depictions could undoubtedly be created for users in other countries or for
different viewpoints, political or otherwise.

Another measure relating to increasing awareness of algorithmic curation is Facebook’s own efforts in recent
months to remove posts that are clearly fake news once they have been identified as such by external
organizations such as the independent research organization Correctiv (Schraven 2017). The clear identification
of stories shown to be manipulative could potentially have a sensitizing effect by making users aware that their
algorithmically ranked News Feeds might also contain fake news. However, any impact that a confrontation with
factual counterarguments might have, especially on already radicalized individuals, remains unclear (see Section
5.6).



Conclusion | Page 59

8 Conclusion

Essentially this paper answers three key questions relating to public discourse and public opinion in the digital
age:

1. Media transformation: How is public discourse changing because of the new digital platforms through
which many people now receive socially relevant information?
When all age groups are considered, intermediaries driven by algorithmic processes, such as Google and
Facebook, have had a large but not defining influence on how public opinion is formed, compared to
editorially driven media such as television. These intermediaries judge the relevance of content based on
the public’s immediate reaction to a much greater degree than do traditional media.

2. Social consequences: In terms of quality and diversity, is the information that reaches people via these
new channels suitable for a democratic decision-making process and does it promote participation?
Use of these intermediaries for forming public opinion is leading to a structural change in the public
sphere. Key factors here are the algorithmic processes used as a basic formational tool and the leading
role that user reactions play as input for these processes. Since they are the result of numerous
psychological factors, these digitally assessed and, above all, impulsive public reactions are poorly suited
to determining relevance as defined by traditional social values. Until now, these values, such as truth,
diversity and social integration, have served in Germany as the basis for public opinion as formed by
editorial media.

3. Solutions: How can the new digital platforms be designed to ensure they promote participation?
Algorithms that sort content and personalize how it is assembled form the core of the complex,
interdependent process underlying public discourse and the formation of public opinion. That is why
solutions must be found here first. The most important areas that will need action in the foreseeable
future are facilitating external research and evaluation, strengthening the diversity of algorithmic
processes, anchoring guiding principles (e.g. by focusing on professional ethics) and increasing
awareness among the public.

1. Media transformation: Intermediaries are a relevant but not determining factor for the formation of
public opinion.

Numerous studies have shown that so-called intermediaries such as Google and Facebook play a role in the
formation of public opinion in numerous countries including Germany. For example, 57% of German Internet
users receive politically and socially relevant information via search machines or social networks. And although
the share of users who say that social networks are their most important news source is still relatively small at 6%
of all Internet users, this figure is significantly higher among younger users. It can thus be assumed that these
types of platforms will generally increase in importance. The formation of public opinion is “no longer conceivable
without intermediaries,” as researchers at the Hamburg-based Hans Bredow Institute put it in 2016.

The principles that these intermediaries use for shaping content are leading to a structural shift in the public
sphere. Key aspects are:

 Decoupling of publication and reach: Anyone can make information public, but not everyone finds an
audience. Attention is only gained through the interaction of people and algorithmic decision-making
(ADM) processes.

 Detachment from publications: Each story or post has its own reach.
 Personalization: Users receive more information about their specific areas of interest.
 Increased influence of public on reach: User reactions influence ADM processes in general and the reach

of each article or post.
 Centralization of curators: There is much less diversity when looking at intermediaries than in the sphere

of traditionally curated media.



Page 60 | Conclusion

 Interplay of human and machine-based curation: Traditionally curated media disseminate content via
intermediaries and use the resulting reactions on intermediary sites as a measure of public interest.

The comparison of processes in the figure below shows the key role now being played by user reactions and
algorithmic processes in public communication and the formation of public opinion. User reactions and algorithmic
processes determine the attention received via intermediaries. Our hypothesis is that it is impossible to define a
clear direction of causation between these reactions and processes.

Figure 2: Organization of an algorithmically structured public sphere

Google, Facebook and other intermediaries are already playing an important role in the public discourse, even
though as a rule these platforms were not originally conceived to supply consumers with media content from
journalistic organizations. They use technical systems instead to decide whether certain content taken from a
huge pool of information could be interesting or relevant to a specific user. These systems were initially intended
– in the case of search engines – to identify websites, for example, that contain certain information or – in the
case of social networks – to display in a prominent position particularly interesting messages or photos from a
user’s own circle of friends. In many cases they therefore sort content according to completely different criteria
than editors at a daily newspaper or a magazine would. “Relevant” means something different to Google than it
does to Facebook, and both understand it differently than the editors at SPIEGEL ONLINE or Sueddeutsche.de.

The intermediaries use numerous variables to calculate the relevance of individual items. These variables range
from basic behavioral metrics such as scrolling speed or how long a page is viewed to the level of interaction
among multiple users in a social network. When someone with whom a user has repeatedly communicated on
Facebook posts content, the probability is higher that the user will be shown this content than they would if
someone posts with whom the user has, theoretically, a digital connection, but with whom the user has never truly
had contact. The signals that other users send – often unknowingly – are also included in assessments of
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relevance, whether they be the insertion of links, clicks on links, clicks on the “like” button, forwards, i.e. so-called
shares or the number of comments that certain content receives.

2. Social consequences: As used by the most relevant intermediaries currently forming public opinion,
algorithmic processes evaluate users’ reactions to content. They promote and reinforce a manner of
human cognition that is susceptible to distortion, and they themselves are susceptible to technical
manipulation.

The metrics signaling relevance – about which platform operators are hesitant to provide details because of
competition-related factors or other reasons – are potentially problematic. This is true, first, because the operators
themselves are constantly changing the metrics. Systems such as those used by Google and Facebook are being
altered on an ongoing basis; the operators experiment with and tweak almost every aspect of the user interface
and other platform features in order to achieve specific goals such as increased interactivity. Each of these
changes can potentially impact the signals that the platforms themselves capture to measure relevance.

A good example is the People You May Know feature used by Facebook, which provides users with suggestions
for additional contacts based on assessments of possible acquaintances within the network. When this function
was introduced, the number of new links made every day within the Facebook community immediately doubled.
The network of relationships displayed on such platforms is thus dependent on the products and services that the
operators offer. At the same time, the networks of acquaintances thus captured also become variables in the
metrics determining what is relevant. Whoever makes additional “friends” is thus possibly shown different content.

A further problem stemming from the metrics collected by the platform operators is the type of interaction for
which such platforms are optimized. A key design principle is that interactions should be as simple and
convenient as possible in order to maximize the probability of their taking place. Clicking on a “like” button or a
link demands almost no cognitive effort, and many users are evidently happy to indulge this lack of effort. Empiric
studies suggest, for example, that many articles in social networks forwarded with a click to the user’s circle of
friends could not possibly have been read. Users thus disseminate media content after having seen only the
headline and introduction. To some extent they deceive the algorithm and, with it, their “friends and followers” into
believing that they have engaged with the text.

The ease of interaction also promotes cognitive distortions that have been known to social psychologists for
decades. A prime example is the availability heuristic: If an event or memory can easily be recalled, it is assumed
to be particularly probable or common. The consequence is that users frequently encounter unread media
content that has been forwarded due to a headline, and the content is thus later remembered as being “true” or
“likely.” This is also the case when the text itself makes it clear that the headline is a grotesque exaggeration or
simply misleading.

Other psychological factors play an important role here, for example the fact that people use social media in
particular not only for informational purposes, but also as a tool for identity management, with some media
content being forwarded only to demonstrate the user’s affiliation with a certain political camp, for example.
Moreover, the design of many digital platforms explicitly and intentionally encourages a fleeting, emotional
engagement with content. Studies of networking platforms indeed show that content which rouses emotion is
commented on and shared particularly often – above all when negative emotions are involved.

Such an emotional treatment of news content can lead to increased societal polarization, a hypothesis for which
initial empirical evidence already exists, especially in the United States. At the same time, however, such
polarizing effects seem to be dependent on a number of other factors such as a country’s electoral system.
Societies with first-past-the-post systems such as the US are potentially more liable to extreme political
polarization than those with proportional systems, in which ruling coalitions change and institutionalized multiparty
structures tend to balance out competing interests. Existing societal polarization presumably influences and is
influenced by the algorithmic ranking of media content. For example, one study shows that Facebook users who
believe in conspiracy theories tend over time to turn to the community of conspiracy theorists holding the same
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views. This process is possibly exacerbated by algorithms that increasingly present them with the relevant
content. These systems could in fact result in the creation of so-called echo chambers, at least among people
with extremist views.

Technical manipulation can also influence the metrics that intermediaries use to ascertain relevance. So-called
bots – partially self-acting software applications that can be disguised as real users, for example in social
networks – can massively distort the volume of digital communication occurring around certain topics. According
to one study, during the recent presidential election in the US, 400,000 such bots were in use on Twitter,
accounting for about one-fifth of the entire discussion of the candidates’ TV debates. It is not clear to what extent
these types of automated systems actually influence how people vote. What is clear is that the responses they
produce – clicks, likes, shares – are included in the relevance assessments generated by ADM systems. Bots
can thus make an article seem so interesting that an algorithm will then present it to human users.

In sum, it can be said that the relevance assessments that algorithmic systems create for media content do not
necessarily reflect criteria that are desirable from a societal perspective. Basic values such as truthfulness or
social integration do not play a role. The main goal is to increase the probability of an interaction and the time
users spend visiting the relevant platform. Interested parties whose goal is a strategic dissemination of
disinformation can use these mechanisms to further their cause: A creative, targeted lie can, on balance, prove
more emotionally “inspiring” and more successful within such systems – and thus have a greater reach – than the
boring truth.

3. Solutions: Algorithmic sorting of content is at the heart of the complex interdependencies affecting
public discourse in the digital sphere. This is where solutions must be applied.

The last section of this paper contains a series of possible solutions for these challenges. A first goal, one that is
comparatively easy to achieve, is making users more aware of the processes and mechanisms described here.
Studies show that users of social networking platforms do not even know that such ranking algorithms exist, let
alone how they work. Educational responses, including in the area of continuing education, would thus be
appropriate, along with efforts to increase awareness of disinformation and to decrease susceptibility to it, for
example through fact-finding and verification education.

Platform operators themselves clearly have more effective possibilities for intervention. For example, they could
do more to ensure that values such as appropriateness, responsibility and competency are adhered to when the
relevant systems are being designed and developed. A medium-term goal could be defining industry-wide
professional ethics for developers of ADM systems.

Moreover, researchers who do not work for platform operators should be in a position to examine and evaluate
the impact being made by the operators’ decisions. Until now it has been difficult if not impossible for external
researchers or government authorities to gain access to the required data, of which operators have vast amounts
at their disposal. Neither the design decisions made by platform operators nor the impacts of those decisions on
individual users are transparent to any significant degree. Systematic distortions, for example in favor of one
political viewpoint or another, are difficult to identify using currently available data. More transparency – through a
combination of industry self-regulation and, where necessary, legislative measures – would make it possible to
gain an unbiased understanding of the actual social consequences of algorithmic ranking and to identify potential
dangers early on. Making it easier to conduct research would also stimulate an objective, solution-oriented debate
of the issue and could help identify new solutions. Measures like these could also make it easier to design
algorithmic systems that increase participation. This would foster a more differentiated view of algorithmic
processes and could increase trust in those systems that are designed to benefit all of society.
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10 Executive Summary

Essentially this paper answers three key questions relating to public discourse and opinion in the digital age:

1. Media transformation: How is public discourse changing because of the new digital platforms through
which many people now receive socially relevant information?
When all age groups are considered, intermediaries driven by algorithmic processes, such as Google and
Facebook, have had a large but not defining influence on how public opinion is formed, compared to
editorially driven media such as television. These intermediaries judge the relevance of content based on
the public’s immediate reaction to a much greater degree than do traditional media.

2. Social consequences: In terms of quality and diversity, is the information that reaches people via these
new channels suitable for democratic decision-making processes and does it promote participation?
Use of these intermediaries for forming public opinion is leading to a structural change in the public
sphere. Key factors here are the algorithmic processes used as a basic formational tool and the leading
role that user reactions play as input for these processes. Since they are the result of numerous
psychological factors, these digitally assessed and, above all, impulsive public reactions are poorly suited
to determining relevance as defined by traditional social values. Until now, these values, such as truth,
diversity and social integration, have served in Germany as the basis for public opinion as formed by
editorial media.

3. Solutions: How can the new digital platforms be designed to ensure they promote participation?
Algorithms that sort content and personalize how it is assembled form the core of the complex,
interdependent process underlying public discourse and the formation of public opinion. That is why
solutions must be found here first. The most important areas that will need action in the foreseeable
future are facilitating external research and evaluation, strengthening the diversity of algorithmic
processes, anchoring guiding principles (e.g. by focusing on professional ethics) and increasing
awareness among the public.

1. Media transformation: Intermediaries are a relevant but not determining factor for the formation of
public opinion.

Numerous studies have shown that so-called intermediaries such as Google and Facebook play a role in the
formation of public opinion in numerous countries including Germany. For example, 57% of German Internet
users receive politically and socially relevant information via search machines or social networks. And although
the share of users who say that social networks are their most important news source is still relatively small at 6%
of all Internet users, this figure is significantly higher among younger users. It can thus be assumed that these
types of platforms will generally increase in importance. The formation of public opinion is “no longer conceivable
without intermediaries,” as researchers at the Hamburg-based Hans Bredow Institute put it in 2016.

The principles that these intermediaries use for shaping content are leading to a structural shift in the public
sphere. Key aspects are:

 Decoupling of publication and reach: Anyone can make information public, but not everyone finds an
audience. Attention is only gained through the interaction of people and algorithmic decision-making
(ADM) processes.

 Detachment from publications: Each story or post has its own reach. Inclusion in a publication reduces
the chances of becoming part of the content provided by intermediaries.

 Personalization: Users receive more information about their specific areas of interest.
 Increased influence of public on reach: User reactions influence ADM processes in general and the

reach of each article or post.
 Centralization of curators: Intermediaries offer much less diversity than do traditionally curated media.
 Interplay of human and machine-based curation: Traditionally curated media disseminate content via

intermediaries and use the resulting reactions on intermediary sites as a measure of public interest.
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The comparison of processes in the figure below shows the key role now being played by user reactions and
algorithmic processes in public communication and the formation of public opinion. User reactions and algorithmic
processes determine the attention received via intermediaries. Our hypothesis is that these reactions and
processes cannot be definitively included in a linear causal chain.

Figure 1: Organization of an algorithmically structured public sphere

Google, Facebook and other intermediaries are already playing an important role in the public discourse, even
though as a rule these platforms were not originally conceived to supply consumers with media content from
journalistic organizations. They use technical systems instead to decide whether certain content taken from a
huge pool of information could be interesting or relevant to a specific user. These systems were initially intended
– in the case of search engines – to identify websites, for example, that contain certain information or – in the
case of social networks – to display in a prominent position particularly interesting messages or photos from a
user’s own circle of friends. In many cases they therefore sort content according to completely different criteria
than editors at a daily newspaper or a magazine would. “Relevant” means something different to Google than it
does to Facebook, and both understand it differently than the editors at Spiegel Online or Sueddeutsche.de.

The intermediaries use numerous variables to calculate the relevance of individual items. These variables range
from basic behavioral metrics such as scrolling speed or how long a page is viewed to the level of interaction
among multiple users in a social network. When someone with whom a user has repeatedly communicated on
Facebook posts content, the probability is higher that the user will be shown this content than they would if
someone posts with whom the user has, theoretically, a digital connection, but with whom the user has never truly
had contact. The signals that other users send – often unknowingly – are also included in assessments of
relevance, whether they be the insertion of links, clicks on links, clicks on the “like” button, forwards, shares or the
number of comments that certain content receives.
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2. Social consequences: As used by the most relevant intermediaries currently forming public opinion,
algorithmic processes evaluate users’ reactions to content. They promote and reinforce a manner of
human cognition that is susceptible to distortion, and they themselves are susceptible to technical
manipulation.

The metrics signaling relevance – about which platform operators are hesitant to provide details because of
competition-related factors or other reasons – are potentially problematic. This is true, first, because the operators
themselves are constantly changing the metrics. Systems such as those used by Google and Facebook are being
altered on an ongoing basis; the operators experiment with and tweak almost every aspect of the user interface
and other platform features in order to achieve specific goals such as increased interactivity. Each of these
changes can potentially impact the signals that the platforms themselves capture to measure relevance.

A good example is the People You May Know feature used by Facebook, which provides users with suggestions
for additional contacts based on assessments of possible acquaintances within the network. When this function
was introduced, the number of links made every day within the Facebook community immediately doubled. The
network of relationships displayed on such platforms is thus dependent on the products and services that the
operators offer. At the same time, the networks of acquaintances thus captured also become variables in the
metrics determining what is relevant. Whoever makes additional “friends” is thus possibly shown different content.

A further problem stemming from the metrics collected by the platform operators is the type of interaction for
which such platforms are optimized. A key design maxim is that interactions should be as simple and convenient
as possible in order to maximize the probability of their taking place. Clicking on a “like” button or a link demands
almost no cognitive effort, and many users are evidently happy to indulge this lack of effort. Empiric studies
suggest, for example, that many articles in social networks forwarded with a click to the user’s circle of friends
could not possibly have been read. Users thus disseminate media content after having seen only the headline
and introduction. To some extent they deceive the algorithm and, with it, their “friends and followers” into
believing that they have engaged with the text.

The ease of interaction also promotes cognitive distortions that have been known to social psychologists for
decades. A prime example is the availability heuristic: If an event or memory can easily be recalled, it is assumed
to be particularly probable or common. The consequence is that users frequently encounter unread media
content that has been forwarded due to a headline, and the content is thus later remembered as being “true” or
“likely.” This is also the case when the text itself makes it clear that the headline is a grotesque exaggeration or
simply misleading.

Other psychological factors play an important role here, for example the fact that people use social media in
particular not only for informational purposes, but also as a tool for identity management, with some media
content being forwarded only to demonstrate the user’s affiliation with a certain political camp, for example.
Moreover, the design of many digital platforms explicitly and intentionally encourages a fleeting, emotional
engagement with content. Studies of networking platforms indeed show that content which rouses emotion is
commented on and shared particularly often – above all when negative emotions are involved.

Such an emotional treatment of news content can lead to increased societal polarization, a hypothesis for which
initial empirical evidence already exists, especially in the United States. At the same time, however, such
polarizing effects seem to be dependent on a number of other factors such as a country’s electoral system.
Societies with first-past-the-post systems such as the US are potentially more liable to extreme political
polarization than those with proportional systems, in which ruling coalitions change and institutionalized multiparty
structures tend to balance out competing interests. Existing societal polarization presumably influences and is
influenced by the algorithmic ranking of media content. For example, one study shows that Facebook users who
believe in conspiracy theories tend over time to turn to the community of conspiracy theorists holding the same
views. This process is possibly exacerbated by algorithms that increasingly present them with the relevant
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content. These systems could in fact result in the creation of so-called echo chambers, at least among people
with extremist views.

Technical manipulation can also influence the metrics that intermediaries use to ascertain relevance. So-called
bots – partially self-acting software applications that can be disguised as real users, for example in social
networks – can massively distort the volume of digital communication occurring around certain topics. According
to one study, during the recent presidential election in the US, 400,000 such bots were in use on Twitter,
accounting for about one-fifth of the entire discussion of the candidates’ TV debates. It is not clear to what extent
these types of automated systems actually influence how people vote. What is clear is that the responses they
produce – clicks, likes, shares – are included in the relevance assessments generated by ADM systems. Bots
can thus make an article seem so interesting that an algorithm will then present it to human users.

In sum, it can be said that the relevance assessments that algorithmic systems create for media content do not
necessarily reflect criteria that are desirable from a societal perspective. Basic values such as truthfulness or
social integration do not play a role. The main goal is to increase the probability of an interaction and the time
users spend visiting the relevant platform. Interested parties whose goal is a strategic dissemination of
disinformation can use these mechanisms to further their cause: A creative, targeted lie can, on balance, prove
more emotionally “inspiring” and more successful within such systems – and thus have a greater reach – than the
boring truth.

3. Solutions: Algorithmic sorting of content is at the heart of the complex interdependencies affecting
public discourse in the digital context. This is where solutions must be applied.

The last section of this paper contains a series of possible solutions for these challenges. A first goal, one that is
comparatively easy to achieve, is making users more aware of the processes and mechanisms described here.
Studies show that users of social networking platforms do not even know that such ranking algorithms exist, let
alone how they work. Educational responses, including in the area of continuing education, would thus be
appropriate, along with efforts to increase awareness of disinformation and to decrease susceptibility to it, for
example through the use of fact-based materials.

Platform operators themselves clearly have more effective possibilities for intervention. For example, they could
do more to ensure that values such as appropriateness, responsibility and competency are adhered to when the
relevant systems are being designed and developed. A medium-term goal could be defining industry-wide
professional ethics for developers of ADM systems.

Moreover, researchers who do not work for platform operators should be in a position to examine and evaluate
the impact being made by the operators’ decisions. Until now it has been difficult if not impossible for external
researchers or government authorities to gain access to the required data, of which operators have vast amounts
at their disposal. Neither the design decisions made by platform operators nor the impacts of those decisions on
individual users are transparent to any significant degree. Systematic distortions, for example in favor of one
political viewpoint or another, are difficult to identify using currently available data. More transparency – through a
combination of industry self-regulation and, where necessary, legislative measures – would make it possible to
gain an unbiased understanding of the actual social consequences of algorithmic ranking and to identify potential
dangers early on. Making it easier to conduct research would also stimulate an objective, solution-oriented debate
of the issue and could help identify new solutions. Measures like these could also make it easier to design
algorithmic systems that increase participation. This would foster a more differentiated view of algorithmic
processes and could increase trust in those systems that are designed to benefit all of society.
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