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OPTIMAL CONTROL OF PERFECT PLASTICITY
PART II: DISPLACEMENT TRACKING*

CHRISTIAN MEYER' AND STEPHAN WALTHER'

Abstract. The paper is concerned with an optimal control problem governed by the rate-
independent system of quasi-static perfect elasto-plasticity. The objective is optimize the displace-
ment field in the domain occupied by the body by means of prescribed Dirichlet boundary data,
which serve as control variables. The arising optimization problem is nonsmooth for several reasons,
in particular, since the control-to-state mapping is not single-valued. We therefore apply a Yosida
regularization to obtain a single-valued control-to-state operator. Beside the existence of optimal
solutions, their approximation by means of this regularization approach is the main subject of this
work. It turns out that a so-called reverse approximation guaranteeing the existence of a suitable
recovery sequence can only be shown under an additional smoothness assumption on at least one
optimal solution.

Key words. Optimal control of variational inequalities, perfect plasticity, rate-independent
systems, Yosida regularization, reverse approximation
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1. Introduction. In this paper, we investigate the following optimal control
problem governed by the equations of quasi-static perfect plasticity at small strain:

. «
min  J(u,up) == ¥(u) + §||UD||%{1(O,T;H2(Q;R"))

s.t. —dive =0 in Q,

o=C(Vu—2) in €,

(P) z € Ol (q)(o) in Q,
U =Up on I'p,
ov =20 on 'y,

u(0) =wug, o(0) =09 inQ,

and up(0) = ug onI'p.

Herein, w : (0,7)xQ — R™ n = 2,3, is the displacement field, while o, z : (0,T)xQ —
R™ ™ are the stress tensor and the plastic strain. The boundary of € is split in two
disjoint parts I'p and I'y with outward unit normal v. Moreover, C is the elasticity
tensor and K(£2) denotes the set of feasible stresses. The initial data uy and oq are
given and fixed. The Dirichlet data up represent the control variable and o > 0 a fixed
Tikhonov regularization parameter. The objective ¥ only contains the displacement
field. Objectives involving the stress are considered in a companion paper [21]. This is
the reason for calling (P) displacement tracking problem. A mathematically rigorous
version of (P) involving the function spaces and a rigorous notion of solutions for the
state equation will be formulated in section 3 and 4 below. The precise assumptions
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2 C. MEYER AND S. WALTHER

on the data are given in section 2. Regarding to a more detailed description of the
plasticity model, we refer to [25] and the references therein.

Some words concerning our choice of the control variable are in order: In general,
Dirichlet control problems provide particular difficulties due to regularity issues, when
control functions in L?(9€) are considered, see e.g. [18]. Nonetheless, we consider the
Dirichlet displacement as control variables instead of distributed loads or forces on
the Neumann boundary due to the safe load condition. It is well known that the
existence of solutions for the perfect plasticity system can only be shown under this
additional condition (see e.g. [30, 8]), which would lead to rather complex control
constraints and it is a completely open question how to incorporate these constraints
in the analysis of (P). For this reason, we focus on the Dirichlet control problem.
A possible realization of these controls by means of an additional linear elasticity
equation avoiding the H2-norm in the objective is elaborated in the companion paper
[21].

Beside the safe-load condition, problem (P) exhibits several additional particular
challenges. First of all, it is obviously nonsmooth due to the convex subdifferen-
tial appearing in the state equation. Moreover, the state equation is in general not
uniquely solvable and its solutions significantly lack regularity, see [30, 8]. Therefore,
there is no single-valued control-to-state mapping and (P) should rather be regarded
as an optimization problem in Banach space rather than an optimal control problem.
Beside the existence of optimal solutions, our main goal is to approximate (P) via
replacing 9l () by its Yosida regularization. This is of course a classical procedure
and, in order to show that the approximation works, i.e., that optimal solutions of
the regularized problems converge to solutions of (P) (in a certain topology), the
following steps have to be performed:

1. The existence of (weak) accumulation points of sequences of optimal solutions

of the regularized problems have to be verified.
2. Weak limits have to be feasible for the original problem (P).
3. In order to show the optimality of the weak limit, one has to construct a
recovery sequence for at least one optimal solution of the original problem.

The last item is also known as reverse approrimation and might become a challenging
task in the context of optimization of rate-independent systems, see [22]. This also
happens to be the case here: In contrast to the perfect plasticity system, its regu-
larized counterpart admits a unique solution with full regularity. It is therefore very
unlikely that one can approximate every solution of the perfect plasticity system by
means of regularization and indeed, as classical examples demonstrate, this is in fact
not true, see e.g. [30] and Example 3.10 below. However, in the context of optimal
control and optimization, respectively, we have the control as an additional variable
at hand and, in order to construct a recovery sequence, we have to find a sequence
of tuples of state and control feasible for the regularized problems so that the asso-
ciated objective function values converge to the optimal value of (P). This leads to
much more flexibility in the construction of recovery sequences, provided that the set
of controls is sufficiently rich. Unfortunately, this is not the case for our Dirichlet
control and we need an additional control variable in terms of distributed loads for the
construction of a recovery sequence. The idea is thus to introduce an additional load
in the balance of momentum of the regularized problems and to drive this load to
zero for vanishing regularization parameter. Our regularization procedure therefore
does not only replace the convex subdifferential by its Yosida regularization, but also
introduces a new additional control variable. To the best of our knowledge, this is a
completely new idea.

This manuscript is for review purposes only.
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OPTIMAL CONTROL OF PERFECT PLASTICITY 3

Nevertheless, even with this additional control variable, we are only able to con-
struct a recovery sequence under a fairly restrictive assumption. This assumption
is caused by additional smoothness constraints as part of the regularized optimal
control problems, which in turn are needed to pass to the limit in the regularized
plasticity system, when the regularization parameter is driven to zero. If we assume
that at least one optimal solution of the original (i.e., unregularized) optimization
problem admits an admittedly high regularity, then we are able to construct a re-
covery sequence for this particular solution, which meets the smoothness constraints
and is therefore feasible for the regularized optimal control problems. We thus obtain
the desired approximation result under the assumption that there exists at least one
“smooth” solution of (P).

Let us put our work into perspective: Quasi-static perfect plasticity is a rate-
independent system. Optimization and optimal control of such systems have been
considered by various authors and we only refer to [4, 5, 1, 6, 7, 29, 24, 2, 14] and the
references therein. Albeit still nonsmooth, optimization problems of this type sub-
stantially simplify, if the energy underlying the rate-independent system is uniformly
convex. In quasi-static plasticity, this is the case, if hardening is present. In this
case, the plasticity system admits a unique solution in the energy space, which makes
the construction of recovery sequences almost trivial. Nevertheless, the derivation of
optimality conditions is still an intricate issue, see [32, 33, 34]. While all contributions
mentioned so far deal with uniformly convex energies, the literature becomes rather
scarce, when it comes to energies that lack strict convexity. In [26, 28, 11, 10] the
existence of optimal solutions for problems with non-convex energies are shown. To
the best of our knowledge, the approximation of such problems has only been investi-
gated in [22, 27], where a time-discretization instead of a regularization is considered.
The approximation via discretization can however be hardly compared to our situ-
ation, since the discrete rate-independent systems are still not uniquely solvable so
that there is still no (discrete) control-to-state map in contrast to the regularized set-
ting. Therefore, the discrete optimization problems are still all but straight forward
to solve, whereas the regularized optimal control problems are amenable for standard
adjoint-based optimization methods.

The paper is organized as follows: After introducing our notation and standard
assumptions in section 2, we introduce a rigorous notion of solution to the perfect
plasticity system and recall the known results concerning the existence of solutions
and the lack of uniqueness in section 3. Then, section 4 is devoted to the existence of
at least one (globally) optimal solution of (P). In section 5, we lay the foundations
for our reverse approximation argument for the construction of a recovery sequence,
which is a basic ingredient for our main result in Theorem 6.3. The last section 6
covers this result and shows that solutions of (P) can indeed be approximated via
Yosida regularization provided the mentioned regularity assumption is fulfilled.

2. Notation and Standing Assumptions. We start with a short introduction
in the notation used throughout the paper and in parallel list our standing assump-
tions. The latter are tacitly assumed for the rest of the paper without mentioning
them every time.

General notation. Given two vector spaces X and Y, we denote the space of
linear and continuous functions from X into Y by £(X,Y). If X =Y, we simply
write £(X). The dual space of X is denoted by X* = L(X,R). If H is a Hilbert
space, we denote its scalarproduct by (-,-),. For the whole paper, we fix the final
time 7" > 0. To shorten the notation, Bochner-spaces are abbreviated by LP(X) :=

This manuscript is for review purposes only.
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4 C. MEYER AND S. WALTHER

LP(0,T; X), WhP(X) .= WHP(0,T; X) (p € [1,0]), and C(X) := C([0,T]; X). Note
that functions in C'(X) are continuous on the whole time interval. When G € L(X;Y)
is a linear and continuous operator, we can define an operator in L£(LP(X); L(Y))
by G(u)(t) :== G(u(t)) for all uw € LP(X) and for almost all ¢ € [0,T], we denote this
operator also by G, that is, G € L(L?(X); L?(Y")), and analog for Bochner-Sobolev
spaces, i.e., G € L(WDP(X); WhP(Y)).

Given a coercive operator G € L(H) in a Hilbert space H, we denote its coercivity
constant by va, i.e., (Gh,h) > vc||hl|% for all h € H. With this operator we can
define a new scalar product, which induces an equivalent norm, by H x H 5 (hq, ha) —
(Ghy,h2)y € R. We denote the Hilbert space equipped with this scalar product by
Hg, that is (hl,hg)Hc = (Ghl,hQ)H for all hl,hg c H.

If p € [1,00], then we denote its conjugate exponent by p’, that is 1% + i = 1.
Furthermore, ¢, C > 0 are generic constants.

Matrices. Given a matrix 7 € R"*"™, we define its deviatoric (i.e., trace-free) part
as

P =7— %tr(T)I

and use the same notation for matrix-valued functions. The Frobenius norm is denoted
by [Al% = 3202, A3 for A € R™" and for the associated scalar product, we write
A:B= szzl AijBij, A, B € R™". By R{ ', we denote the space of symmetric
matrices.

Domain. The domain Q@ ¢ R®, n € N, n > 2, is bounded of class C'. The
boundary consists of two disjoint measurable parts 'y and I'p such that I' = 'y Ul p.
While I'y is a relatively open subset, I'p is a relatively closed. We moreover suppose
that I'p has a nonempty relative interior. In addition, the set QUTI'y is regular in the
sense of Groger, cf. [15]. Throughout the article, v : 9Q — R™ denotes the outward
unit normal vector.

Thanks to the regularity of €, the harmonic extension ¢ maps C*(I") to W1?(Q)
for some p > n. Moreover, the maximum principle implies that

(2.1) 1€l () < llelr=m) Yo CHD).

Remark 2.1. The C'-regularity of Q and its boundary, respectively, is required
for the trace theorem and the formula of integration by parts for BD-functions in [31,
Chap. I, Theorem 2.1], which will be used several times throughout the paper. In [12,
Section 6], it is claimed that this formula integration by parts also holds in Lipschitz
domains, but no proof is provided. Since the minimal regularity of the boundary is
not in the focus of this paper and would go beyond the scope of our work, we restrict
to domains of class C*.

Spaces. Throughout the paper, by LP(€; M) we denote Lebesgue spaces with
values in M, where p € [1,00] and M is a finite dimensional space. To shorten
notation, we abbreviate

L?(Q) := LP(Q;R") and LP(Q):= LP(Q;RL™M).

sym
Given s € N and p € [1, 00|, the Sobolev spaces of vector- resp. tensor-valued functions
are denoted by
Ws,P(Q) = Ws,p(Q;Rn)’ HQ(Q) — VVS,Q(Q)7
WP(Q) := WP (Q; RE<™), H (Q) := WH2(Q).

Sym

This manuscript is for review purposes only.
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OPTIMAL CONTROL OF PERFECT PLASTICITY 5

Furthermore, set

WP (Q)

(22)  WiP(Q) = {¢lo: ¥ € CR™R), supp(y) NTp = B}

and define H () analogously. The dual of H} (Q2) is denoted by H;'(Q). The space
of bounded deformation is abbreviated by

BD(Q) = {u S Ll(Q) : %(&-uj + 8jui) S ED“((Q) Vi, g =1, ...,TL},

where 91(£2) denotes the space of regular Borel measures on ) and the (partial)
derivatives are of course understood in a distributional sense. Equipped with the
norm

n
lullBoi) = lullLi@) + D 310, + duillmo,
ij=1

it becomes a Banach space.

Coefficients. The elasticity tensor satisfies C € C(Rg;nil) and is symmetric and
coercive. In addition we set A := C~' and note that A is symmetric and coercive,
too. Let us note that C could also depend on space, however, to keep the discussion
concise, we restrict ourselves to constant elasticity tensors.

Yield condition. The set defining the yield condition is denoted by K C RIX™

sym
and is closed and convex and there exists 0 < p < R such that

(23) BR"X” (0, Q) C K C BR”X" (0, R)

Given this set, we define the set of admissible stresses as

K(Q):={rel?):7°(x) € K faa z¢€Q}.

Remark 2.2. The boundedness of the set K is not really needed for our analysis.
It is only required for the formula of integration by parts in (3.9), which we only
need to compare our notion of solution to the one in [8]. Nevertheless, we kept the
boundedness assumption on the set K, since it is fulfilled in all practically relevant
examples such as e.g. the von Mises or the Tresca yield condition.

Operators. Throughout the paper, V* := 1(V+V ") : W#(Q) — LP(€2) denotes
the linearized strain. Its restriction to ng (€2) is denoted by the same symbol and,
for the adjoint of this restriction, we write — div := (V*)* : L?' () — WP (Q)*.

Let K C L?(2) be a closed and convex set. We denote the indicator function by

0, T€eK,

I : L2(Q) — {0, 00}, T = {oo, rd K.

By 9l : L*(Q) — 2L*(9) we denote the subdifferential of the indicator function. For
A > 0, the Yosida regularization is given by

1
(2.4) I :L2(Q) = R, T ﬁnr — 1 (T) |12 ()

This manuscript is for review purposes only.
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6 C. MEYER AND S. WALTHER

where 7 is the projection onto K in L2(Q2), and its Fréchet derivative is

OI3(7) = +(r — mc(r)).

When A = 0 we define Iy, = Iy := Ix. For a sequence {\, }nen C (0, 00) we abbreviate
In = I)\n.

Initial data. For the initial stress field o, we assume that op € W1P(Q) with
some p > n. Moreover, og satisfies the equilibrium condition, i.e., divog = 0 a.e. in
Q, and the yield condition, i.e., o9 € K(£2). The initial displacement ug is supposed
to be an element of H(Q) and we require tr(V3ug — Aog) = 0 a.e. in  in order to
obtain a purely deviatoric initial plastic strain.

Remark 2.3. The high regularity of ug is just needed to ensure that the feasible
set of (P) is nonempty. For the mere discussion of the state system, this is not
necessary. The same holds for the assumption oo € W1?(Q), which will be needed to
construct a recovery sequence for the optimal control problem.

Optimization Problem. The Tikhonov parameter « is a positive constant and ¥
is a functional that is bounded from below and satisfies a certain lower semicontinuity
assumption w.r.t. weak convergence in the displacement space, which will be made
precise in section 4 below, see (4.8).

3. State Equation. We start our investigations with the analysis of the state
system and recall some known results concerning quasi-static perfect plasticity. Al-
ready since the pioneering work of Suquet [30], it is well known that a precise definition
of a solution to the system of perfect plasticity is all but straight forward, since a so-
lution of the system in its “natural” form (below termed strong solution) does in
general not exist due to a lack of regularity of the displacement and the plastic strain,
respectively. We start with the definition of the function spaces already indicating
this lack of regularity:

DEFINITION 3.1 (State spaces).
1. Stress space:

$(Q) = {r € L*(Q) : divr € L"(Q), 7 € L>®(Q)}
2. Displacement space:

U:={ue H(L71(Q)) : Viu € L2 (M(RXM))}.

sym

Herein, L2 (OM(;REX1)) is the space of weakly measurable functions with

sym
values in M(Q;REXT), for which t — ||u(t)|lan is an element of L*(0,T;R).
For the definition of weak measurability, we refer to [9, Section 8].

We say that a sequence {u,} C U converges weakly in U to u and write
Uy —uinlU, iff

(31)  wu, —u in HY(L71(Q)), Vo, =* V4 in L2 (OM(Q;REM)).

sym

Note that, by [9, Theorem 8.20.3], L2 (OMM(;R2XM)) = L2(Co(;REXM))*,

sym sym
which gives a meaning to the weak-x convergence in (3.1).

Remark 3.2. Unfortunately, BD(2) does not admit the Radon-Nikodym property
and therefore weak measurability does not imply Bochner-measurability.

This manuscript is for review purposes only.



OPTIMAL CONTROL OF PERFECT PLASTICITY 7

DEFINITION 3.3 (Equilibrium condition). We define the set of stresses which ful-
fill the equilibrium condition as

E(Q) = ker(div) = {1 € L*(Q) : (1, V°9) 121y = 0 Vp € Hp(Q)}.

Note that o € E(Q) NK(Q) implies o € ().

With the above definitions at hand, we can now define a hierarchy of three dif-
ferent solutions:

DEFINITION 3.4 (Notions of solutions). Let up € H*(H'(Q)) with up(0) = ug
a.e. on I'p be given. Then we define the following notions of solutions to the perfect
plasticity system:

1. Reduced solution: A function o € H(IL?*(Q)) is called reduced solution of
the state equation, if, for almost all t € (0,T), the following holds true:

e FEquilibrium and yield condition:
(3.2a) a(t) € E(Q)NK(Q),

e Reduced flow rule inequality:
(3.2b) / (A[y(t) - VSQD(t)) : (T — a(t)) dz>0 V7e&(Q)nNK),
Q

e Initial condition:

(3.2¢) a(0) = ao.

2. Weak solution: A tuple (u,0) € U x H(IL?(Q)) is called weak solution of the
state equation, if, for almost allt € (0,T), there holds

o Equilibrium and yield condition:

(3.3a) o(t) € £() N K(Q),

o Weak flow rule inequality’
LAﬂﬂ:ﬁ—a@ﬁm+A¥M}dwh—a@Dm

> /QVSiLD(t) (T —a(t) +up(t) - div (r —o(t)) dz
V7 eX(Q)NKQ),

(3.3b)

o Initial condition:
(3.3¢) u(0) = ug, o(0) = op.

3. Strong solution: A tuple (u,0) € H*(H () x H(L?(Q)) is called strong
solution of the state equation, if, for almost allt € (0,T), there holds

o Equilibrium and yield condition:

(3.42) o(t) € £(Q) N (),

This manuscript is for review purposes only.
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8 C. MEYER AND S. WALTHER

e Strong flow rule inequality:

(3.4b) /QAW) D (T —o(t) dz + /Q Vou(t) : (r — o)) dz >0
Ve K(9Q),

e Dirichlet boundary condition:
(3.4¢) u(t) —up(t) € HH(Q)
o [nitial condition:

(3.4d) w(0) = ug, o(0) = o

Some words concerning this definition are in order. First, let us shortly investigate
the relationship between the three different solution concepts. By restricting the test
functions in (3.3b) to functions in £(£2), one immediately observes that every weak
solution is also a reduced solution. Moreover, by integration by parts, it is evident
that (3.4b) and (3.4c) imply (3.3b). On the other hand, if a weak solution satisfies
u € H*(H'(Q2)) and the Dirichlet boundary conditions in (3.4c), then integration by
parts yields (3.4b), provided that 2(Q) N () is dense in (), which is a direct
consequence of Lemma A.1 proven in the appendix. Thus, we have the following
relations between the three different solution concepts:

COROLLARY 3.5 (Relations between the solution concepts).
1. If (u,0) is a weak solution, then o is automatically a reduced solution.
2. A weak solution (u, o) is a strong solution, if and only if u € H'(H'(Q)) and
(u—up)(t) € HL(Q) for all t € [0, 7).

One may further ask why no Dirichlet boundary conditions appear in the defi-
nition of a weak solution. In fact, from a mechanical point of view, it is reasonable
that no boundary conditions are imposed, since plastic slips may well develop on the
Dirichlet part on the boundary, too, in form of tangential jumps of the displacement
perpendicular to the outward normal . This observation is implicitly contained in
the above definition as demonstrated in [8, Theorem 6.1]. For convenience of the
reader, we shortly sketch the underlying arguments. To this end, suppose that a weak
solution is given and let us define the plastic strain z € L7, (M(QUT p; REX™)) by

(3.5) zlo:=V*(u) —Aodz, z|r,:=(u—up)@vH"!,

where © refers to the symmetrized dyadic product, i.e., a ® b= 1/2(a;b; + a;b;)7;_,
for a,b € R"™. Note that functions in BD(Q2) admit traces in L'(9;R") (see e.g. [31,
Chap. I, Thm. 2.1]) so that z|r, is well defined. According to [8, Lemma 5.5], these
equations carry over to the time derivatives for almost all ¢ € (0,7), i.e.,

(3.6) o= V(1) —Acdx, 2|r,:= (u—up)®vH" L.

Let us prove that the trace of p vanishes. For this purpose, we need the following
formula of integration by parts:

LEMMA 3.6 ([31, Chap. II, Thm. 2.1]). For every v € BD() and every ¢ €
WLP(Q), p > n, there holds

(3.7) /%(Uiajgo—i—vjai(p)dm—i—/gpd(st)ij:/ ¢ 3 (vivj +vv;) ds
Q Q a0

foralli,j=1,...,n.

This manuscript is for review purposes only.
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OPTIMAL CONTROL OF PERFECT PLASTICITY 9

Remark 3.7. The result in [31] is only stated for test functions in C'*(Q2). However,
the embeddings BD(Q) — L71(Q) and W'?(Q) — C(Q), p > n, along with the
trace theorem for BD-functions and the density of C*(Q) in WP(Q) imply that the
integration by parts also holds for test functions in W ().

Now, let ¢ € C°(Q) be arbitrary. Then, since () just acts on the deviatoric
part, ¢ 0;; +0;(t) € (Q)NK(Q) for all ¢ € [0,T] and therefore (3.3b) and the above
formula of integration by parts give

S ([ tarupda+ [ paweing) =0 veecE@

and therefore tr z2| o= 0 f.a.a. t € (0,7). Since tr(V?*(up) —Acg) = 0, [8, Theorem 7.1]
yields trz|q= 0 for all ¢ € [0,7]. Similarly, we choose an arbitrary test function
1 € C°(T") with supp(¢)) C I'p and test (3.3b) with € d;; + 0;(t) € X(2) NK(R).
Note that €1 §;; € $(£), since the harmonic extension maps into W1 (Q) with p > n.
Applying then again the formula of integration by parts implies, in view of tr z[ o= 0,
that

(3.8) (t—up) - v=0 ae onlp.

As ug = up(0) a.e. on I'p, this yields (v — up) - v = 0 a.e. on I'p, giving in turn
trz|r,= 0 for all ¢ € [0,7]. Now that we know that z is deviatoric, the formula of
integration by parts from [8, Proposition 2.2] is applicable, which yields

(3.9 (TP, :(1)) +/ 7: (Ao(t) — V*(up(t)) doe = [ divr- (Wt) —ip(t)) do
Q Q

for almost all £ € (0,7') and all 7 € %(£2). It is to be noted that the duality product

(TP,%) has to be treated with care, since, in general, 7 ¢ C(Q;RL3"), but % is

only a measure. For a detailed and rigorous discussion of this issue, we refer to [8,

Section 2.3]. Inserting (3.9) in the flow rule inequality (3.3b) then results in

(3.10) (TP —aP(t),2(t)) >0 V7 €X(Q)NKQ),

which is just the maximum plastic work inequality illustrating that z as defined in
(3.5) is indeed the correct object for the plastic strain. As a byproduct, we obtain the
second equation in (3.5) as boundary condition on I'p indicating that the Dirichlet
boundary condition in (3.4¢) as part of the definition of a strong solution is in general
too restrictive as already mentioned above. Accordingly, a strong solution does in
general not exist, while we have the following result for a weak solution:

ProPOSITION 3.8 (Existence of weak solutions, [30, Résultat 2]). For all up €
HY(HY(Q)), there exists a weak solution in the sense of Definition 3.4.

Proof. Using the Yosida regularization, Suquet showed in [30] the existence of a
functions o € H'(L?(Q)) and v € L2 (BD(£2)) so that, for almost all ¢ € (0,7),

—divo(t) € £(Q) NK(Q),
(3.11) /QA&(t) : (T - o(t)) dz +/Qv(t) -div (T _ o(t)) da
> <12D(t)7 (T — U(t))V>H1/2(FD),H*1/2(FD) V1 e Z(Q) N K:(Q)’
o(0) = oo.
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10 C. MEYER AND S. WALTHER

Due to the continuous embedding BD(Q) < L7-1(Q) (see e.g. [31, Chap. II, Theo-
rem 2.2]) and the Radon-Nikodym property of L7~ (), we have that v € L?(L7-1(Q)).
Therefore,

u(t) := o +/O v(r)dr

is an element of H'(L7-1(Q)) and satisfies the initial condition in (3.3¢). Inserting
this in (3.11) and integrating the right hand side by parts gives the desired flow rule
inequality (3.3b). The claimed regularity of u directly follows from the regularity of
V= U. O

Remark 3.9 (Other equivalent notions of solutions). Beside the reformulation of
the flow rule in terms of the maximum plastic work inequality (3.10), there are other
solutions concepts, which are equivalent to the definition of a weak solution, such
as the notion of a quasi-static evolution, which in essence corresponds to a global
energetic solution in the sense of [23]. For an overview over the various notions of
solutions and a rigorous proof of their equivalence, we refer to [8, Section 6]. A slightly
sloppy, but very illustrating derivation of the flow rule out of the quasi-static evolution
can also be found in [13].

Unfortunately, the weak solution is not unique, as the following example shows:

ExXAMPLE 3.10 ([30, Section 2.1]). We choose Q = (0,1), I'p = 9Q = {0,1},
T=1, K=[-1,1], C=1, (0g,up) =0, and up(t,x) := 2tx. One easily verifies that
the stress does only depend on the time with o(t) =2t for t € (0,3) and o(t) =1 for
t € (3,1). For the displacement one obtains u(t,x) = 2tz for (t,z) € (0,3) x (0,1)
so that it is unique for t € (0, %) Fort e (%, 0) there are more than one solution, for
example

(t,z) =2tx, if (t,z) € (3,1) x (0,1),
ult x):{ Lrae—%, if (tz)e (1) x[0,8],
’ 2t+x—1, if (t,z) € (3,1) x[B,1],
[z if (t,x) € (5,1)x0,8],
“(t’x){ ot+z—2, i (ha)e (L 1)x[81],

where a € [0,2] and B € [0,1] can be freely chosen. Note that the last solution just
provides the minimal reqularity, i.e., Oyu(t) € M(Q).

The uniqueness of the stress field observed in the above example is a general
result:

LEMMA 3.11 (Uniqueness of the stress, [17, Theorem 1], [21, Lemma 3.5]). As-
sume that 01,09 € H(L?(Q)) are two reduced solutions. Then o1 = 3.

Remark 3.12 (Optimal control vs. optimization). Since the displacement field as
part of a weak solution is not unique in general, there is no (single-valued) control-
to-state operator mapping up to u. Therefore, one might argue that (P) is actually
no real optimal control problem. Strictly speaking, one should rather regard it as an
optimization problem with the triple (u,o,up) as optimization variables.

4. Existence of Optimal Solutions. Before we come to the main point of our
analysis, which concerns the approximation of (P) by means of regularized optimal
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103 control problems, let us address the existence of optimal solutions. The proof in prin-
404  ciple follows the classical direct method, for which we need the following boundedness
405 and continuity results:

406 LEMMA 4.1 ([21, Lemma 3.6]). Let up € H*(HY(Q)) be given and o be the
1407 associated reduced solution. Then there holds
108 (4.1) ol 22wz (0)) < Ya lup |l et () s

409 where ya s the coercivity constant of A. Consequently, there is a constant C' > 0 such
110 that ||o|| g2y < CllloollLz) + lupll mr @ @)))-

411 LEMMA 4.2 (Continuity of reduced solutions, [21, Proposition 3.10]). Let {up.} C
112 HY(HY(Q)) be a sequence such that

up., —up in H*(HY(Q)), wupn,— up in L*(HY(Q)),

413 (4.2) up n(T) = up(T) in HY(Q)

114 and denote the (unique) reduced solution associated with up , by o,. Then o, — ¢
115 in HY(IL2(Q)), where o is the reduced solution w.r.t. up.

116 LEMMA 4.3. There is a constant C' > 0, independent of up, such that every weak
417 solution w.r.t. up fulfills

T ) 1/2
118 (/0 ||u(t)||BD(Q)dt) < C llupllm ax @) (1 + [upllm @ @)

419 Proof. Let ¢ € C(Q2) with ||¢|lp~) < 1 and i,j € {1,...,n} be arbitrary.
420 According to (2.3), the test function

421 (Te)ij = (T)ji 1= —% e, (T =0 V(k 1) ¢ {(i,7), (4,9}

122 is admissible for (3.3b). Using divo = 0, we deduce
. 2 : .
423 / ed(Viu);; < \f(/ Viup :odx — / Ac: (1, —0) d:r)
Q 0 Q Q

424 and consequently, since ¢ € CZ°(2) with [[¢[| L~ (o) < 1 was arbitrary,

IVl L2 ongomeznyy < Cllunllm @) loll L=z
425 + ol 2@z ) + 1612 e ol Le @z @)

< Clupll g @ @) (1 + lupllm @ @)

426 where we used Lemma 4.1.

127 Since I'p is assumed to have a nonempty relative interior, there is a set A C I'p
428 and a constant & > 0 such that A has positive boundary measure and dist(A,0T'p) > 4.
429 By [31, Chap. II, Theorem 2.1], i(t) admits a trace in L!(T) for almost all ¢ € (0, 7).
430 In the following, we neglect the variable ¢ for the sake of readability. The restriction
431 of this trace to A is denoted by u|y. We extend sign(i|a) (where the sign is to be
132 understood componentwise) to the whole boundary T" by zero and apply convolution
433 with a smoothing kernel to obtain a sequence of functions {p,} C C*°(I';R"™) with
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12 C. MEYER AND S. WALTHER

supp(¢n) C I'p (thanks to dist(A,0'p) > 6) and [[pn||L~rn) < 1 for all n € N.
Given these functions, let us define

0
(Tn)ij = NG E(Pn,i Vj + Pn,j Vi),

where € denoted the harmonic extension and v is the outward normal. Then, (2.1)
implies ||7, ||l (o) < o and, since in addition 7,, vanishes on I'y by construction, we
have 7,, € X(2) NK(£2). Note that, by the mapping properties of &, 7,, € WHP(Q) —
3(Q). If we insert this as test function in (3.3b) and apply again the integration by
parts from Lemma 3.6, then divo = 0 and (3.8) imply

/ @n.uds<‘/§(/ LAV (4 /vsuD de—l—/AJ S dx)
T'p Y Q

Now, since ¢,, — sign(u) a.e. in A, ¢, = 0 a.e. in Tp\ A and |p, -u| < |u] a.e. on T'p,
Lebesgue’s dominated convergence theorem along with our previous estimate gives

il L2wiay) < Clluplla @ @) (1 + lupll g @ @)))-
Thanks to [31, Chap. II, Proposition 2.4], this completes the proof. ]
Remark 4.4. A priori estimates for quasistatic evolutions (which is an equivalent

notion of solution as mentioned above) are already proven in [8, Thm. 5.2] in a slightly
different setting.

LEMMA 4.5. Let {un} CU be a sequence such that, for all n € N,

T
(43) w0 =0 and [ (Ol dt < €

with a constant C > 0. Then there exists a subsequence converging weakly in U as
defined in (3.1).
Proof. Owing to (4.3), {V*i,} is bounded in L2, (9(Q; RZX")), which, accord-

ing to [9, Theorem 8.20.3], is the dual of L2(Cy(; Rfyﬁ)) . Thus, there exists a
subsequence such that

(4.4) ViU, —*w in L2 (OMM(Q;REX™)).

sym

Due to BD(Q) < L7 (), {1, } is bounded in L?(L7#=1 (Q)) and, since all u,, share
the same initial value, {u,, } is bounded in H' (L7~ (2)) so that, by reflexivity, there
is another subsequence (denoted w.l.0.g. by the same symbol) such that

(4.5) Up, = u  in HY(L71(Q)).
Now, for every 7 € C°(Q; RIT) and every ¢ € C°(0,T), (4.4) and (4.5) imply
T T
/ (w(t), Typ(t)dt = Tim [ (V¥ (£), 7)p(t) dt
0 k—oo Jq

T
= hm/ /iznk(t)-diVdetp(t)dt
k—oo Jo

/ / ) - div 7 dxp(t)dt

and hence w(t) = Vou(t) a.e. in (0,7). d
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OPTIMAL CONTROL OF PERFECT PLASTICITY 13

PROPOSITION 4.6 (Continuity properties of weak solutions). Let {up n}tnen C
HYHY(Q)) be a sequence fulfilling (4.2). Then, there is a subsequence of weak solu-
tions {Un, , On, tken associated with {up n, } such that

O, — 0 in HY(LA(Q)), un, —u inl,
and the weak limit (u, o) is a weak solution associated with the limit up.

Proof. Since we already know that the stress component of every weak solution
is also a reduced one and the latter is unique by Lemma 3.11, the convergence of the
stresses follows from Lemma 4.2 (even for the whole sequence).

Owing to Lemma 4.3, {u,} fulfills the boundedness assumption in (4.3) so that,
by Lemma 4.5, there is a subsequence {u,, } converging weakly in U to some limit
u € U. Due to HY(LY(Q)) — C(L()), the weak limit u also satisfies the initial
condition.

It remains to prove that (u, o) fulfills the flow rule inequality (3.3b). To this end,
choose an arbitrary 7 € L?(L3(Q)) with 7(¢) € X(Q) N K(Q) for almost all ¢ € [0, T].
Then, the flow rule inequality for (u, ,on,) along with divo,, = 0 and the (weak)
convergences of up n,, Un,, and oy, yields

hkrggf (A&nk » Tny, ) L2(L2())

< lim [(Adnk — Vo Up g, T)

~ koo L2(L2(Q))

(4.6) Tr. . : sy
—|—/ /(unk — Up,pn,) divr dedt — (V quk,ank)Lz(LQ(Q))}
o Ja

T
— (Ad —Viup, T)LZ(M(Q)) + /0 /Q(u —up)divrdedt — (VSdD, U)LQ(U(Q))

where we used Lemma 3.9 in our companion paper [21] for the convergence of the last
term. On the other hand, the weak lower semicontinuity of || - [[L2(q), together with
HY(L2(Q)) — O(L?(Q)) gives

lim inf (A&nk y O, )

00 L2(L2(92))
1. . 2 1 2
(4.7) =3 hkfggf lone (D2 (0), — §||‘70||1L2(Q)A
1 1
>

sIo D=0y, = 5lo0lE2), = (A6,0) 12y

Together with (4.6) and divo = 0, this implies the flow rule inequality for the weak
limit. O

Given these boundedness and continuity results, we can now establish the exis-
tence of at least one optimal solution. Before we do so, let us recall our optimization
problem and state it in a rigorous manner:

. a
min J(u, uD) = \IJ(U) + 5 ||’U’D||%11(H2(Q))
(P) st. up € HYH*(Q), (u,0) U x HY(L*(Q)),
(u,0) is a weak solution w.r.t. up, and wup(0)—uy € HH(Q),

where ¥ : I/ — R is bounded from below and lower semicontinous w.r.t. weak conver-
gence in U as defined in (3.1), i.e.,

(4.8) up, ~uind = liminf U(u,) > U(u).

n—oo
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14 C. MEYER AND S. WALTHER

An example for such a functional ¥ will be given in section 6 below.

THEOREM 4.7 (Existence of optimal solutions). There exists a globally optimal
solution of (P).

Proof. Based on our above findings, the assertion immediately follows from the
standard direct method of calculus of variations. Nevertheless, let us shortly sketch the
arguments. First, we observe that the triple (u, o, up) = (ug, 00, up) (constant in time)
satisfies the constraints in (P) so that the feasible set is nonempty. (At this point,
we need the additional regularity ug € H?(2).) Let (un,0n,up ) be a minimizing
sequence. Then either (ug, ug) is already optimal or J(uy,,up.,) < J(up, ug) < co for
n € N sufficiently large. Thus, since ¥ is bounded from below, {up ,} is bounded
in H'(H?(2)). Via continuous and compact embedding, there is thus a subsequence
satisfying (4.2). Clearly, the associated limit satisfies the conditions on the initial
value in (P). Moreover, according to Proposition 4.6, a subsequence of weak solutions
converges weakly in U x H*(IL?(Q)) to a weak solution. Thus the weak limit is feasible
and the weak lower semicontinuity of norms and of ¥ implies its optimality. 0

Remark 4.8 (More general objectives). The proof of existence readily transfers
to slightly more general objectives than the one in (P). For instance, one could
add a term of the form ®(o) with a function ® : H*(L?(2)) — R, which weakly
lower semicontinuous and bounded from below. Since objectives of this form have
already been discussed in the companion paper, we restrict ourselves to objectives
just depending on u in order to keep the discussion concise. Moreover, one could use
other Tikhonov terms different from the H'!(H?(2))-norm to ensure the convergence
properties in (4.2) required for Proposition 4.6. For example, thanks to the Aubin-
Lions lemma, a Tikhonov term of the form

% (lun s aor ey + lunl2(x,))

with any Banach space X embedding compactly in H!(Q) (such as e.g. H*(Q)) is
sufficient to guarantee (4.2) for (a subsequence of) a minimizing sequence. However,
in order to shorten presentation, we just consider the H!(H?())-norm.

5. Yosida Regularization and Reverse Approximation. As already men-
tioned above, the ultimate goal of our analysis is to establish conditions that guarantee
that optimal solutions to the optimization problem (P) governed by perfect plastic-
ity can be approximated via Yosida regularization. The most crucial point in this
respect is the so-called reverse approximation, which essentially means to construct
a recovery sequence for a given perfect plastic solution. This is a rather challenging
task, as Example 3.10 illustrates: one easily verifies that every sequence of regular-
ized solutions tends to the linear solution u(t,x) = 2t for regularization parameter
tending to zero, although there are infinitely many other solutions. There is thus no
hope that every perfect plastic solution can be approximated via Yosida regulariza-
tion! However, when it comes to optimization, there is not only the state (i.e., the
solution of the perfect plasticity system), but also the control variables, which can be
used to construct a recovery sequence. Unfortunately, the Dirichlet data up, which
serve as control variables in our case, are not sufficient for this purpose. Instead we
need a set of control variables that is rich enough to generate a sufficiently large set
of regularized solutions. For this purpose, we introduce an additional control variable
in form of distributed loads and end up with the following regularized version of the
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state equation:

(5.1a) —divoy(t) = £(t) in H;'(Q),

(5.1b) ox(t) = C(Viuy(t) — 2x(t)) in L*(),

(5.1¢) (1) = aA( NO) in 12(0),

(5.1d) ux(t) — up(t) € Hp(Q),

(5.1e) (ux,o2)(0) = (ug,00) in H'(Q) x L?(Q).

where A > 0 is the regularization parameter, Iy is the Yosida regularization of the
indicator functional, see (2.4), and ¢ € H'(H,'(Q)) is the mentioned load. Existence
and uniqueness of a solution to the regularized state equation (5.1) follows from
Banach’s fixed point theorem and can be proven by a reduction of the system to
an equation in the variable z only, cf. e.g. [21, Proposition 3.15]. This gives rise to
the following

LEMMA 5.1 (Existence of solutions to the regularized state system, [21, Corol-
lary 3.16]). For every A > 0, £ € H'(H;'(Q)), and up € H' (H'(Q)) with £(0) = 0
and up(0)|r, = uo|r,, there exists a unique solution (uyx,ox,2)) € HY(HY(Q)) x
HYL2(Q)) x HY(L2(Q)) of (5.1).

The associated solution operator is globally Lipschitz continuous with a Lipschitz
constant proportional to A\~ 1.

The proof of existence is a direct consequence of the Lipschitz continuity of 0l
and Banach’s contraction principle. In [21], the external loads are set to zero, but
it is straightforward to incorporate them into the existence theory. The Lipschitz
continuity of the solution mapping directly follows from the Lipschitz estimate for the
Yosida approximation, see e.g. [3, Proposition 55.2(b)].

Before we address the approximation properties of this regularization approach
and its convergence behavior for A tending to zero in section 6 below, see Proposi-
tion 6.2, we first lay the foundations for the construction of a recovery sequence in
the upcoming three lemmas. Unfortunately, as already indicated in the introduction,
the passage to the limit in the regularized state equation in Proposition 6.2 below
requires a rather high regularity of the stress field, and the recovery sequence has
to fulfill this regularity, too, as it is a constraint in the regularized optimal control
problem (P,). The key issue for our reverse approximation argument is therefore to
improve the regularity of the stress field provided a displacement field with higher
regularity is given. To this end, we first need an auxiliary result on the derivative
of the Yosida regularization. Since the set of admissible stresses admits a pointwise
representation by the set K, the Fréchet-derivative of the Yosida regularization does
the same, i.e., given an arbitrary 7 € L2(Q), it holds

(5.2) OI\(7)(z) = %[T(x) —71g(7(z))] faa. zeQ,

where 7 @ RET — RET is the projection on K. This pointwise representation

allows to derlve the following

LEMMA 5.2. Let A > 0, p > 2, and 7 € WYP(Q) be arbitrary. Then 0I,(T) €
WLP(Q) and there holds

1
(5.3) HaIA(T)HWLP(Q) < 3 ||7'||W1,p(g)
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16 C. MEYER AND S. WALTHER

and

(5.4) (0:(0I\(7)): iT)(x) =0 ae. in, Vi=1,..,n.

Proof. As a projection, m @ R{ZT — RENT is globally Lipschitz continuous.

Thus, the chain rule for Sobolev functions (see e.g. [36, Thm 2.1.11]) implies that
oI (1) € WhP(Q) with

0 _ 1 8’7’2']' 0 B aTkl
() P = 5 (g =2 g gy )

Since the Lipschitz constant of the projection equals one, its directional derivative
clearly satisfies | (A; B)|p < |B|p for all A, B € RZX" and, consequently,

sym

1

Om (OIN(T)): Ot = X

(10m7[% = 75 (7; OmT) : OT) >0,

which is (5.4). It is moreover easily seen that Id —mg : R2X" — RZX" is globally

sym sym

Lipschitz with Lipschitz constant 1, too. Thus, for every A, B € ngfgz there holds

|(Id =7k ) (A; B)|r < |B|p. Since (Id —74)(0) = 0, the Lipschitz continuity moreover
entails |(Id —my.)(A)|r < [A|p for all A € R In view of (5.5), this yields (5.3). O

The next lemma addresses the crucial regularity result for the stress field o) as
solution of

(5.6) w—Ad,\ZaL\(U)\), 0’>\(0)=Uo.

In the proof of our main result in Theorem 6.3, an optimal strain rate will play the
role of w and the following regularity result will be essential for the construction of a
recovery sequence associated with that strain rate. The required regularity of w will
carry over to this optimal strain rate and represents the most restrictive assumption
of our reverse approximation approach.

LEMMA 5.3 (Higher regularity of the stress field). Let A > 0 be arbitrary and
w € L2(L2() N LY (WHP(Q)) with p > 2 be given. Then (5.6) admits a unique
solution oy € HY(IL?(Q)) N L>®(WYP(Q)) and there holds

(5.7) ol oy < Co( ol oy + ool

with Cy, := p ||A|P/271.

Proof. Step 1. Ezistence of solutions in H'(IL?>(Q)): First we note that (5.6) is
just an ODE in L2(Q) and OI, is globally Lipschitz in L2(2). Thus, the existence
and uniqueness of solutions in H'(IL?(Q2)) follows from the generalized Picard-Lindelof
theorem in Banach spaces. However, a pointwise projection is in general not Lipschitz
continuous in Sobolev spaces. Therefore, we cannot apply this simple argument to
show that the solution is an element of WH1(WP(Q)).

Step 2. Higher reqularity in case of smooth data: To prove this, we apply a time
discretization scheme, namely the explicit Euler method. At first we consider the case
w € C(WHP(Q)). For N € Nand n € {0,..., N}, we set dY := % and ¢ := ndl such
that 0 = t)Y <t < ... <t} =T. Now define 0¥ := 59 € W'?(Q) and
ol ==l +d)C(wt)_,) — (o) 1)) € WHP(Q)  (by Lemma 5.2)

n
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623 such that

oV

N
621 (5.8) AT Il an (o) = w(t )

dif

625 for all N € N and n € {1,...,N}. We define the piecewise linear approximation
626 ol € Whee(WLP(Q)) by

. N N t—th 1 N N
627 o (t) =0, 1+ T(Un —0,_1)
t

628 and the piecewise constant approximation % € L>®(W?(Q)) by 6V (t) := o ; for

620 t e [t) |, t)). Using (5.3), we deduce from (5.8) that
n—1

630 low lwir ) < loollwir) + di\’C( > ||va||ww(9)) + Cllwllcwrr @),
i=0

631 which, together with the discrete Gronwall lemma (cf. [16, Lemma 5.1 and the follow-
632 ing remark]), shows that o"is bounded in L>°(W'?(Q)) by a constant independent

N N
633 of dY. Thus, again owing to (5.8) and (5.3), &N(t) = 0";7;"‘1, te (N i, th) is
631 also bounded in L>®°(W?(Q2)). Therefore, oV is bounded in H!(L?(2)) and conse-
635 quently, there is a weakly converging subsequence, for simplicity also denoted by o,
636 such that 0¥ — ¢ in HY(L?(Q2)) and o —* o in L®°(W1P(Q)) as N — oo. Note
637 that, due to the reflexivity of W1 (Q2), L>(WP(Q)) can be identified with the dual
638 of Ll(Wl’p/ (©)) so there is a weakly-* converging subsequence. It remains to show
639 that o solves (5.6). Since oV is bounded in W1>°(W1P(Q)) as seen above, we have
640 by compact embeddings that o — ¢ in C(L?(£2)). Thus, we find for the piecewise

641 constant interpolation that, for every t € [t ¢IV),
642 5% () = o()llz) < o™ (thy) —o(@)[IE(2) = 0 as N — oo

643  Therefore, (5.8) and the Lipschitz continuity of 81, in L2(Q) give

. N
644 ||A0' —|—aI)\(O'N) _wHLQ(]Iﬂ(Q))
. N ~ ~ ~ ~
645 < ||A0’ + 8[)\(0'N) - ’u)NHLz(]Lz(Q)) + ||8I)\(O'N) — 8[)\(0'N)||L2(]L2(Q)) + ||U}N — wHLz(Lz(Q))

1 - .
846 < X”O—N — O-N||L2(]L2(Q)) + HU/N — U}HLQ(]LZ(Q)) —0 as N — oo,

615 where @ denotes the piecewise constant interpolation of w, which converges strongly
649 in C(L3(€2)) to w thanks to the assumed regularity of w. Therefore, by the weak lower
650 semicontinuity of the L?(IL?(Q))-norm, we see that the limit satisfies (5.6).

651 Step 3. Higher regularity for nonsmooth data: Let now w € L?(IL%(Q))NLY (WP (Q))
652 be arbitrary and take a sequence {w,,} C C(W'?(Q)) such that w,, — w in L*(WLP(Q)).
653 Let o € HY(L?(Q)) be the solution of (5.6) and denote by oy, € H'(L?(Q)) N
654 L (WLHP(Q)) the solution of

&5(} (5.9) Wy — A('I)\’n = (9[)\(0,\’71), U)\m(()) = 0yp.

657 Since 91y : L?(2) — L2?(Q) is monotone, one obtains oy, — oy in H'(L?(Q2)) by
658 standard arguments. Moreover, (5.9) holds almost everywhere in time and space and
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18 C. MEYER AND S. WALTHER
so that, f.a.a. t € [0,T7],
Ojwn(t) —ADjorn(t) = 0;0Ix(orn)(t) ae. in Q.

follows. Testing this equation with ((Ad;ox n : Ajox.. )P/ > 10j0.0)(t) € W' () and
using (5.4) leads to

d

—/(Aajo,\n 1 0o n)p/zdx
dt /o ’ *

< p/ (AQjorp 6j0’>\7n)P/2—1(A8jU)\,n 2000+ 0;0I\(0xn) : 8j0'>\7n)dq;

(5.10) «Q

:p/ (Adjonn 6j0'>\,n)p/2_1 0wy, : 0oy, do
Q

<c, / 100] 1050 0m
Q

B e < Gy sy ol oy

with C), as defined in the statement of the lemma. Integrating this inequality in time
and taking the coercivity of A into account gives

losmllzo sy < Co (lwnllr sy + ool )-

Therefore, o ,, is bounded in L>°(WP(Q)) and we can select a weakly-* converging
subsequence. The uniqueness of the weak limit then gives o € L®(W'P(Q2)) as
claimed. The estimate in (5.7) finally follows from the above inequality and the lower
semicontinuity of the norm w.r.t. weak-* convergence. ]

Remark 5.4. We observe that (5.3), (5.6), and the proven regularity of o) even
imply that o) € WHH(WLP(Q)). However, we do not obtain an estimate independent
of A in this norm (in contrast to (5.7)) and therefore, this additional regularity is not
useful for us.

LEMMA 5.5 ([20, Section 3]). Let w € L*(L3(Q)) be given and X \, 0. Then
ox — o in HY(IL2(2)), where o is the solution of

(511) w— Ao EaIK(Q)(U), 0(0) = 0p.-
Moreover, there holds

IC|?
Yc

(5.12) lox = ollE ey <A lw = AG|1F21.2(0)),

where y¢ > 0 is the coercivity constant of C.

Proof. The assertion is proven in [20], but, for convenience of the reader, we
shortly sketch the arguments. First, observe that o), € H1(IL?(Q)) and o € H(L?(f2))
solve (5.6) and (5.11), respectively, if and only if z) := W — Aoy and z := W — Ao
with W (t) := fg w(s)ds solve

(5.13) zx = O (CW — Czy), 22 (0) = 29 := —Aoy
and
(5.14) b€ Oy (CW = Cz),  2(0) = z,
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respectively. These equations are exactly of the form studied in [20, Section 3] with
the setting A := 0lx (), @ = R:=C, and £ := W. The existence of o in HY(L2(Q))
then follows from [20, Theorem 3.3], while the convergence oy — o in H*(L%(Q)) as
well as the estimate

A .
1A(ox = )Gy < ,}TCHW — Ad17212a))

are consequences of [20, Proposition 3.5]. (Note that D(A) = K(£2) is closed and
A® = 0 in this case, hence, the assumptions in [20, Section 2] are fulfilled). The
inequality in (5.12) now follows easily using [|ox — ollL2() = [[CA(oxn — 0)[|L2(0) <
ICIH[A(ox = o)llL2(0)-

Remark 5.6. As a consequence of (5.7), the solution of (5.11) is an element of
L (WhHP(Q)), provided that w € LY(WHP(Q)). However, we do not need this regu-
larity result for the upcoming analysis.

As already mentioned, in the proof of our final convergence result in Theorem 6.3,
V*u will play the role of the function w, where @ is an optimal solution of (P). This
already indicates our most restrictive assumption, namely the existence of an optimal
solution providing the high regularity required for w. We will come back to this point
in Remark 6.4.

6. Convergence of Minimizers. We are now in the position to state the regu-
larized optimal control problems. Beside the additional control variable ¢ required for
the reverse approximation, they differ from (P) in an additional inequality constraint
on the stress field, which is needed to improve the regularity of the stress in order to
pass to the limit in the regularized state equation, see the proof of Proposition 6.2
below. This additional regularity of the stresses is unfortunately not enough to pass
to the limit in the state system. We additionally need to bound the displacement
in U, since this is not guaranteed a priori by the regularized state system itself, un-
less the loads fulfill a safe load condition. This however cannot be ensured for the
loads arising in the construction of the recovery sequence in the proof of our main
Theorem 6.3 (at least, we were not able to verify it). Therefore, we directly enforce
this boundedness by a special choice of the objective functional as a tracking type
objective of the following form:

(61) W)= / 19%(6) — 0) | ey + 18(8) = 0(8) 21 dt

with a given desired strain rate p € L?(L!'(Q)) and a desired displacement rate
v € L?*(L'(Q2)). Note that this objective trivially fulfills the lower semicontinuity
assumption in (4.8). One could even allow for less regular desired strain rates (in the
space of measures), but for convenience, we restrict to functions in L?(IL'(£2)). The
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regularized counterpart of (P) now reads as follows:
min  Jy(u,up, ) = Vi = pl| 7200 ) + 10— 0172010y
+ 5 Tl ey + AN =1+ 102 a1
st. up € H'(H*(Q)), (€ H'(H,Y(Q),
(Px) up(0) —up € HH(Q), £(0) =0,
(u,0,2) €U N LAHY(Q)) x LA(L*(Q)) x HY(L*(Q)),

(u, 0, z) is the solution of (5.1) w.r.t. up and ¢,

ollz2@wz()) + llolloswir)y) < R
with 0 < 6 < 1 and

2np
(6.2) p>n and S>maX{1’np+2(p—n)}
and R > ||log|lwir(q) to be specified later, see (6.6) below. With the exponents in
(6.2), [19, Lemma 4.2(i)] is applicable and tells us that H*(IL?(2)) N L*(W1P(Q))
embeds compactly in L*(C(Q;RZ")), which will be useful at several places in the
upcoming proofs. The term in the objective associated with 6 will be used to force
the additional loads to zero in the limit.

PROPOSITION 6.1. For every A > 0, there exists a globally optimal solution of
(P).

Proof. The proof is almost standard, except for a lack of compactness with re-
gard to the control space. Let (upn,0n, Zn, UDn, {n) be a minimizing sequence. As in
the proof of Theorem 4.7, (u, 0, z,up,¥) = (ug, 00, Viug — Aop, ug,0) is feasible for
(P,). Thus, {up n, s} is bounded in H'(H?(Q)) x H'(H}'()). Hence the Lipschitz
continuity of the solution operator associated with (5.1) implies that {(un,0n, 2n)}
is bounded in H'(H'(Q) x L?(Q) x L?(Q2)). Therefore, there exist weakly conver-
gent subsequences and we can pass to the limit in (5.1) except for the nonlinearity in
0Iy. However, the additional constraint on the stress implies that o,, also converges
weakly in H*(IL?(Q))NL* (W"?(Q)), which is compactly embedded in L*(C(Q; RZ5))
as mentioned above. Thus {0} converges strongly in L*(C(Q;RZ%")), which allows
to pass to the limit in dI)(o,) so that the weak limit solves (5.1). Moreover, the
inequality constraint on o, is clearly weakly closed so that the weak limit is indeed
feasible for (P ). Since the objective is convex and continuous and thus weakly lower
semicontinuous, the weak limit is also optimal. 0

PROPOSITION 6.2 (Convergence of the Yosida regularization with varying loads).
Let {\n }nen be a sequence converging to zero. Suppose moreover that two sequences
{6,y ¢ HY\HLH(Q)) and {up,} € H'(HY(Q)) are given and denote the solution of
(5.1) associated with A, £y, and up , by (Un,0on, 2n). Furthermore, we assume that
{up.n} satisfies the convergence properties in (4.2), i.e.,

up, —up in H*(HY(Q)), upn,— up in L*(HY(Q)),

(6.3) ) 1
UD)n(T) — UD(T) m H (Q),
and that
(6.4) b, —0 in L*(HR'(Q)), u, —u inl,
(6.5) o, — o i HY(L2(Q)), o, —0 in L%C’(Q;ngxn?).
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Then (u, o) is a weak solution associated with up.

Proof. The arguments are similar to the proof of Proposition 4.6. First, since
on — o in HY(L*(Q)), £, — 0 in L2(H;'(Q)), and —dive, = £, for all n € N, it
follows that o(t) € £(Q2) f.a.a. t € (0,T). Moreover, from Lemma 3.20 and 3.21 in our
compaion paper [21], we deduce that o(t) € K(Q2) a.e. in (0,7, cf. also the first part
of the proof of [21, Theorem 3.22]. Moreover, due to H'(L71(Q)) < C(L71(Q))
and H'(L?(Q)) — C(L%(9)), the weak limit satisfies the initial conditions.

To show the flow rule inequality, let 7 € L?(IL2(£2)) with 7(¢) € () NK(Q) f.a.a.
t € (0,T) be arbitrary. Then, (5.1b) and (5.1¢) along with I,(a) = 0 for a € K(Q)
and I, > 0, imply

o:/0 L(r(t))dt

> (Vi = Adn, ™ = ) 1220

T
— (VsuD,n — Ao, T — O'n)L2(L2(Q)) — /o /Q(un — Up,y,) divrdadt
+ (Viiup,, — Vi, Un)LQ(LZ(Q)) .
Now one can pass to the limit with the first two terms on the right hand side exactly as
described at the end of the proof of Proposition 4.6, see (4.6) and (4.7). Concerning
the last term, we argue as follows: Since dive = 0 and u, satisfies the Dirichlet
boundary condition, i.e., &, = tp, on I'p, we obtain

| (V%Dvn — Vi, 0")L2(IL2(Q)) |
= (V*upn — Vi, 00 — J)L2(L2(Q)) |
< |IVPupn — Vil 2w ) llon — U||L2(C(Q;R;‘y§n") — 0,
thanks to the boundedness of u,, in U/ and the convergence of o,. ]

The last step of the above proof illustrates, where the high regularity of the stress
field enforced by the additional inequality constraint in (P)) comes into play: we need
the strong convergence of the stress in L?(C(€;RZ5") in order to pass to the limit
in the flow rule inequality. Unfortunately, the recovery sequence needs to be feasible
for (P)) and thus has to fulfill this inequality constraint, too. Using our results from
section 5, this can be guaranteed, provided that there is at least one optimal solution,
whose strain rate admits higher regularity. This is the most severe restriction for our

main result:

THEOREM 6.3 (Approximation of global minimizers). Let the objective in (P) be
of the form (6.1). Assume moreover that there exists a global minimizer (u,a,up) of
(P) such that Vsu € L2(L2(Q))N LY (W'P(Q)) and u—Tp € HL(Q) for allt € (0,T).
Suppose in addition that R in (P)) is chosen so large that

1 ,_ _ PN
66) B2 [pllm an oy + pIAIP (19 21 + lo0linagey )

Furthermore, let {EMEA,E)\,ED,A,ZA}AN be a sequence of global minimizers of (P))

for A\ 0.

Then there exists an accumulation point of {Ux, T, Up,xfaso w.r.t. weak conver-
gence in U x HY(IL2(Q2)) N L (WHP(Q)) x HY(H%(QY)). Moreover, every such accumu-
lation point is a global minimizer of (P).
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Furthermore, if (4,6,Up) is such an accumulation point and {Ux,Tx,Up x}r>0
the associated sequence converging weakly to it, then

a—a in HY(L*(;R™),  tpy—idp in H'(H*(Q)),
or— 6 in L(C(OLRET)), € —0  in H'(HL'(Q)).
Proof. Step 1. Existence of an accumulation point. Since {ﬁA,EAEA,ﬂDA,ZA},\w
is a global solution of (P,) and the constant tuple (u,o,z,up,¥) = (ug, 00, Vug —
Aog, up,0) is feasible for (P, ), we obtain

- (67
(6.9) JA(ﬂ)\,ﬂDQ\,é,\) < Jx(ug, ug,0) = §||u0||2L2(H2(Q)) =:C < o0.

Since all @y share the same initial value and due to the special structure of the objec-
tive in (6.1), this implies that u) satisfies the boundedness assumption in (4.3) such
that Lemma 4.5 yields the existence of a subsequence converging weakly in . More-
over, the inequality constraint on the stress and the H'(H?)-norm in the objective
immediately yield the boundedness of 7 and %p x in their respective spaces, and the
reflexivity of the latter imply the existence of a weakly convergent subsequence.

Step 2. Feasibility of an accumulation point. Let us now assume that a given sub-
sequence of {Tx,Tx, Up,x}a>0, denoted by the same symbol for simplicity, converges
weakly to (4,5,up) in U x HY(L?(Q)) N L*(WLP(Q)) x HY(H?(2)). By the com-
pact embedding of H!(H?(Q2)) in C(H(2)), this ensures the convergence properties
required in (6.3) and in addition @p(0) — up € H} (). Moreover, the assumptions
on p and s in (6.2) guarantee that H'(L?(Q2)) N L*(W1P(Q)) embeds compactly in
LQ(C(Q;R;‘YXH?)), as already mentioned above, so that (6.5) is valid. Furthermore,
considering again (6.9), we see that )\’GHE\HLQ(H;(Q)) is bounded, hence, £y — £ =0
in L2(Hp'(Q)) (even with strong convergence). Altogether, we observe that the con-
vergence properties in (6.3)—(6.5) are fulfilled such that Proposition 6.2 yields that the
weak accumulation point (@,) is a weak solution associated with 4p and therefore
feasible for the original optimization problem (P).

Step 8. Construction of a recovery sequence. First, observe that, since w is
assumed to be in H*(H!(Q2)) and to satisfy the Dirichlet boundary conditions, Corol-
lary 3.5 gives that (7,w) is a strong solution associated with @p.

The recovery sequence for (@, 7, up) is constructed based on our findings in sec-
tion 5. To be more precise, we apply Lemma 5.3 and Lemma 5.5 with w = V.
According to these lemmas, oy € H'(IL?(2)) defined as unique solution of

VU — Ady = 0lx(0n),  ox(0) = oo,

satisfies the bound in (5.7) and converges strongly in H*(IL?(2)) to o, which is the
solution to

VU — Ao € dlxciqy(0),  o(0) = oo.
This equation is just the strong form of the flow rule in (3.4b). The monotonicity
of 0Ix () immediately gives that (3.4b) is uniquely solvable. Therefore, the limit o

coincides with @, i.e., the stress associated with wp. If we now define

zy = VU — Aoy € HY(L*(Q)) and £y := —divo, € H'(H;'(Q)),
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then we observe that (T, oy, z)) is the solution of the regularized plasticity system in
(5.1) w.r.t. up and £5. In addition, we have £5(0) = —divog = 0 and up(0) — ug =
up(0) —u(0) € HL(2). Therefore, since oy satisfies the bounds in (5.7) and (4.1) (by
Lemma 4.1), (@, oy, 2x,Up, £y) satisfies all constraints in (P)).

Next we show the convergence of the objective functional. As & fulfills the equi-
librium condition, i.e., @ € £(Q), the convergence of o) by Lemma 5.5 implies

ly=—divoy = —dive =0 in H'(H,'(Q)).
Furthermore, (5.12) gives

A*"||£A||2LQ( =" divoy —diva|?,

H,' () (HL' ()

< CA % loa = Fll72 20

S CNTVI— AT 22y — 0 as AN\ 0.
To summarize, we found that (@, oy, zx,Up, £)) is feasible for (P,) and fulfills
(6.10) Ia(w,up,l\) — J(u,up).

Step 4. Strong convergence and global minimizer. The feasibility and the conver-
gence of the recovery sequence and the optimality of (@x,Tp,x,¢x) give

J(ﬂ, ’l]]_‘)) < hg\n\jgf J(ﬂ,\, ﬂD7,\)

(6.11) < 1iril\sgp J(@x,Up.»)
< lim sup J,\(H,\,HD7,\,Z,\) < limsup Jy(w,up, ¢x) = J(u,up),
ANO ANO

which, together with the feasibility of (@, 5, ap) for (P) shown in step 2, implies that
(4,5,up) is a global minimizer of (P).

To show the strong convergence in (6.7) and (6.8), we first observe that (6.11)
yields J(@x,Up ) — J(@,Up), from which we deduce the convergence of the norms
||HA||L2(L1(Q)) and ||ﬁD7)\||Hl(H2(Q)) to ||71HL2(L1(Q)) and ||71DHH1(H2(Q)), respectively.
Since both norms are Kadec norms and we already have weak convergence in the
respective spaces, this implies (6.7). Similarly, (6.11) yields HZ)\HHl(HBl(Q)) - 0.
Finally, the strong convergence of the stresses follows from the compact embedding
of HY(L*(Q)) N L*(WHP(Q)) in L*(C(Q; RIM)), already used above. 0

Some comments concerning our approximation result are in order:

Remark 6.4 (Crucial regularity assumption). The assumption of existence of a
global minimizer (u,&,up) with the properties listed in Theorem 6.3 is admittedly
very restrictive. Notice in particular that the regularity assumptions on u imply that
(@, ) is a strong solution w.r.t. Up, whose existence can in general not be guaranteed.
The regularity assumption however seems to be indispensable, as the above proof
demonstrates: In order to pass to the limit in the flow rule inequality to show the
feasibility of an accumulation point in step 2 of the proof, we need the additional
regularity of the stress ensured by the inequality constraint in (P)). The generic
regularity of the stress, which is H*(IL?(2)) (see Lemma 4.1), is by far not sufficient
for this passage to the limit. It therefore appears to be unavoidable to enforce the
required regularity by additional inequality constraints in (P)). The elements of the
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recovery sequence however have to be feasible for (P,) and thus have to fulfill this
inequality constraint, too. As the generic regularity of the stress is H*(IL?(f2)), it is
not possible to guarantee this constraint to be fulfilled without further hypotheses
on the recovery sequence and its limit, respectively. At the end, this leads to the
regularity assumption on V.

We however emphasize that we do not require the existence of a strong solution
with the addition regularity of the strain rate for every Dirichlet displacement up €
H'(H?(Q)) (which would really be unrealistic), but only for one optimal up. (Of
course, there might be many optimal solutions, since (P) is a non-convex problem).
Whether an optimal solution fulfilling these regularity assumptions exists or not,
clearly depends on the data, especially on the smoothness of the desired strain rate
pin (6.1).

Remark 6.5 (Extensions and modifications of the approximation result).

(i) Onme essential drawback of the approximation result is that the bound R given
in (6.6) depends on the unknown solution (%, wp) and is therefore in general
unknown, too. One could replace the inequality constraints on the stress
involving this bound in (P ) by an additional tracking term in the objective of
the form ||J—Ud||§{1(L2(Q)) +||o— 04|l x with a given desired stress distribution
o4 and a reflexive Banach space X with the following properties: On the one
hand, H'(L?(2)) N X should compactly embed in L2(C(€;RZ%")). On the
other hand, H'(IL?(Q)) N L>(W'?(Q)) should compactly be embedded in X.
Provided these embeddings hold, the steps 2 and 3 of the previous proof can
easily be adapted. At this point, one benefits from the strong convergence of
the recovery sequence in H*(IL?(£2)) by Lemma 5.5.

(ii) The above analysis is restricted to objectives of the type (6.1) or other types
of objectives ensuring the boundedness of {@y} in Y. This bound cannot
be deduced from the regularized plasticity system in (5.1) unless the loads
fulfill a safe load condition, see [30]. One could thus allow for more general
objectives, if a safe load condition would be included in the set of constraints
in (Py). We were however not able to find a safe load condition that is
satisfied by the loads associated with the recovery sequence. This is due to
several reasons, among these a lack of regularity of the recovery sequence.
This issue is subject to future research.

(iii) By contrast, it is well possible to consider objectives, which give the bound-
edness of the displacement in more regular spaces such as H*(H'(Q2)). In
this case, the inequality constraints on the stress in (P)) can be weakened or
even be completely left out, since the higher regularity of the displacement
enables the passage to the limit at the end of the proof of Lemma 5.5. Such
a setting is treated in [35].

(iv) We have chosen the space H!(H?(Q)) as the control space for the Dirichlet
displacement in order to guarantee the compact embeddings in step 2 of the
above proof and in the proof of Theorem 4.7. Of course, one might want to
avoid the H2(Q)-norm in the objective, which could be achieved by an addi-
tional (pseudo-)force-to-Dirichlet-map, for example by solving an additional
linear elasticity system. This strategy was employed in [21, Subsection 6.1].

Remark 6.6 (Numerical treatment of (P))). Although they are still nonsmooth
optimization problems, the regularized problems in (P)) offer ample possibilities for
a numerical treatment. A popular strategy is to further regularize the problem by
smoothing the Yosida approximation OIy. This has been used for the numerical
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computations in the companion paper [21]. Moreover, the non-smooth objective in
(P,) calls for an additional regularization of the L'-norms for instance in terms of
a Huber-regularization. In this way, one ends up with a smooth optimal control
problem, which can be treated by the classical adjoint approach. Our convergence
result in Theorem 6.3 implies that, under the certainly restrictive assumptions of this
theorem, there is an optimal solution of the original optimization problem governed
by the perfect plasticity system that can be approximated by this procedure.

Acknowledgments. We are very grateful to Hannes Meinlschmidt (RICAM
Linz) for various fruitful discussions on regularity issues associated with the construc-
tion of the recovery sequence.

Appendix A. Auxiliary results.

LEMMA A.1. Let Q C R™ be a bounded domain and X be a Banach space and
A C X be a conver and closed set with 0 € A°. Set A(Q) := {v € L} (% X) :v €
A a.e. in Q}. Then C°(Q; X) N A(Q) is dense in A(SQ).

Proof. Let v € A(QQ) and ¢ € (0,1) be arbitrary. By assumption there exists
d > 0 such that Bx(0,6) C A. We set 7 := (1 — €)v and select a sequence {vy, fnen C
C2°(Q; X) such that
2.3

_ 0%e

We moreover define
Spi={reQ v () e X\ A%}, S :i={recQ:v,(z)c X\ (1-35)A}.

Hence, S¢ C S2 and, by continuity and compact support of v, S& is compact, while
S is open. Thus, for every n € N, there is a function ¢, € C*(R"™;[0,1]) with
on =1in R"\ Sy and ¢, = 0 in S;;. Furthermore, if ||v,(z) —7(z)||x < 50, then

the convexity of A and Bx(0,6) C A imply

vp(x) 1—c¢
) T 1—
1-: 1-;”@”( 1-

Therefore, we obtain by contraposition that

2
_ _ 3
o =Wy 2 [ 0w = oliedo > 515t

n

so that (A.1) yields |S¢| < |S9| < e/n. Thus, due to Lebesgue’s dominated conver-
gence theorem, there exists N = N(g) € N such that

(A.2) 190l 22(s¢.:x) < lvllp2(sg x) < e
Now we define vs := @y vy. Then, by construction vs € A(Q) N C(Q; X) and, in
addition, (A.1) and (A.2) imply
[v=vsllz2;x) < lv =Dllz2@;x) + 17— onllz2@x) + lov — vsllp2(0;x)
< ellvllpzix) + 17— vnllzzix) + llowllzzsg
<elvllze@ix) + 217 - onllzz@ix) + 1[0l L2 s,
5v/e
< 8( v x)+ —F= + 1)-
ol + 22

Since € was arbitrary, this finishes the proof. 0

This manuscript is for review purposes only.



961

962
963
964
965
966
967
968
969
970
971
972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021

26

M

H.

C.

A.

G
G.
T
K

C. MEYER AND S. WALTHER

REFERENCES

. ADAM AND J. OUTRATA, On optimal control of a sweeping process coupled with an ordinary

differential equation, Discrete Contin. Dyn. Syst. Ser. B, 19 (2014), pp. 2709-2738, https:
//doi.org/10.3934/dcdsb.2014.19.2709, https://doi.org/10.3934/dcdsb.2014.19.2709.

. E. ARROUD AND G. COLOMBO, A mazimum principle for the controlled sweeping process,

Set-Valued Var. Anal., 26 (2018), pp. 607-629, https://doi.org/10.1007/s11228-017-0400-4,
https://doi.org/10.1007/s11228-017-0400-4.

. BORON AND E. ZEIDLER, Nonlinear Functional Analysis and its Applications: III: Vari-

ational Methods and Optimization, Springer New York, 1984, https://books.google.de/
books?id=jpcnAQAATAAJ.

BROKATE, Optimale Steuerung von gewdhnlichen Differentialgleichungen mit Nichtlin-
earitaten vom Hysteresis-Typ, vol. 35 of Methoden und Verfahren der Mathematischen
Physik [Methods and Procedures in Mathematical Physics], Verlag Peter D. Lang, Frank-
furt am Main, 1987.

. BROKATE AND P. KREJCI, Optimal control of ODE systems involving a rate independent

variational inequality, Discrete Contin. Dyn. Syst. Ser. B, 18 (2013), pp. 331-348, https:
//doi.org/10.3934/dcdsb.2013.18.331, https://doi.org/10.3934/dcdsb.2013.18.331.
BROKATE AND P. KREJCI, Weak differentiability of scalar hysteresis operators, Discrete
Contin. Dyn. Syst., 35 (2015), pp. 2405-2421, https://doi.org/10.3934/dcds.2015.35.2405,
https://doi.org/10.3934/dcds.2015.35.2405.

CoLomBO, R. HENRION, N. D. HoANG, AND B. S. MORDUKHOVICH, Optimal control of
the sweeping process over polyhedral controlled sets, J. Differential Equations, 260 (2016),
pp. 3397-3447, https://doi.org/10.1016/j.jde.2015.10.039, https://doi.org/10.1016/j.jde.
2015.10.039.

DAL Maso, A. DESIMONE, AND M. G. MORA, Quasistatic evolution problems for linearly
elastic—perfectly plastic materials, Archive for rational mechanics and analysis, 180 (2006),
pp. 237-291.

. EDWARDS, Functional analysis: Theory and applications, holt, rinehart and winston, new

york, 1965, MR, 36 (1994), p. 4308.

. ELEUTERI AND L. LUSSARDI, Thermal control of a rate-independent model for permanent

inelastic effects in shape memory materials, Evol. Equ. Control Theory, 3 (2014), pp. 411—
427, https://doi.org/10.3934 /eect.2014.3.411, https://doi.org/10.3934 /eect.2014.3.411.
ELEUTERI, L. LUSSARDI, AND U. STEFANELLI, Thermal control of the Souza-Auricchio model
for shape memory alloys, Discrete Contin. Dyn. Syst. Ser. S, 6 (2013), pp. 369-386, https:
//doi.org/10.3934/dcdss.2013.6.369, https://doi.org/10.3934/dcdss.2013.6.369.
A. FRANCFORT AND A. GIACOMINI, Small-strain heterogeneous elastoplasticity revisited,
Communications on Pure and Applied Mathematics, 65 (2012), pp. 1185-1241.
A. FRANCFORT, A. GIACOMINI, AND J.-J. MARIGOC, The elasto-plastic exquisite corpse: A
suquet legacy, Journal of the Mechanics and Physics of Solids, 97 (2016), pp. 125-139.

. GEIGER AND D. WACHSMUTH, Optimal control of an evolution equation with non-smooth

dissipation. arXiv:1801.04077, 2018.

GROGER, A WP _estimate for solutions to mized boundary value problems for second order
elliptic differential equations, Math. Ann., 283 (1989), pp. 679-687, https://doi.org/10.
1007 /bf01442860.

. G. HEYywooD AND R. RANNACHER, Finite-element approzimation of the monstationary

navier—stokes problem. part w: Error analysis for second-order time discretization, STAM
Journal on Numerical Analysis, 27 (1990), pp. 353-384.

. JOHNSON, FEzistence theorems for plasticity problems, Journal de Mathématiques Pures et

Appliquées, 55 (1976), pp. 431-444.

. MAY, R. RANNACHER, AND B. VEXLER, Error analysis for a finite element approrimation of

elliptic Dirichlet boundary control problems, SIAM Journal on Control and Optimization,
51 (2013), pp. 2585-2611.
MEINLSCHMIDT, C. MEYER, AND J. REHBERG, Regularization for optimal control prob-
lems associated to monlinear evolution equations, Journal of Convex Analysis, 27 (2020),
pp- 443-485.
MEINLSCHMIDT, C. MEYER, AND S. WALTHER, Optimal control of an abstract evolution
variational inequality with application in homogenized plasticity. arXiv:1909.13722, 2019.
MEYER AND S. WALTHER, Optimal control of perfect plasticity part I: Stress tracking.
arXiv:2001.02969, 2020.
MIELKE AND F. RINDLER, Reverse approzimation of energetic solutions to rate-independent
processes, NoODEA Nonlinear Differential Equations Appl., 16 (2009), pp. 17-40, https:

This manuscript is for review purposes only.


https://doi.org/10.3934/dcdsb.2014.19.2709
https://doi.org/10.3934/dcdsb.2014.19.2709
https://doi.org/10.3934/dcdsb.2014.19.2709
https://doi.org/10.3934/dcdsb.2014.19.2709
https://doi.org/10.1007/s11228-017-0400-4
https://doi.org/10.1007/s11228-017-0400-4
https://books.google.de/books?id=jpcnAQAAIAAJ
https://books.google.de/books?id=jpcnAQAAIAAJ
https://books.google.de/books?id=jpcnAQAAIAAJ
https://doi.org/10.3934/dcdsb.2013.18.331
https://doi.org/10.3934/dcdsb.2013.18.331
https://doi.org/10.3934/dcdsb.2013.18.331
https://doi.org/10.3934/dcdsb.2013.18.331
https://doi.org/10.3934/dcds.2015.35.2405
https://doi.org/10.3934/dcds.2015.35.2405
https://doi.org/10.1016/j.jde.2015.10.039
https://doi.org/10.1016/j.jde.2015.10.039
https://doi.org/10.1016/j.jde.2015.10.039
https://doi.org/10.1016/j.jde.2015.10.039
https://doi.org/10.3934/eect.2014.3.411
https://doi.org/10.3934/eect.2014.3.411
https://doi.org/10.3934/dcdss.2013.6.369
https://doi.org/10.3934/dcdss.2013.6.369
https://doi.org/10.3934/dcdss.2013.6.369
https://doi.org/10.3934/dcdss.2013.6.369
https://doi.org/10.1007/bf01442860
https://doi.org/10.1007/bf01442860
https://doi.org/10.1007/bf01442860
https://doi.org/10.1007/s00030-008-7065-5
https://doi.org/10.1007/s00030-008-7065-5
https://doi.org/10.1007/s00030-008-7065-5

1022
1023
1024
1025
1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055

(35]

[36]

OPTIMAL CONTROL OF PERFECT PLASTICITY 27

//doi.org/10.1007/s00030-008-7065-5, https://doi.org/10.1007 /s00030-008-7065-5.

A. MiELKE AND T. ROUBICEK, Rate-independent systems. Theory and application., vol. 193,
New York, NY: Springer, 2015, https://doi.org/10.1007/978-1-4939-2706-7.

C. MUNCH, Optimal control of reaction-diffusion systems with hysteresis. arXiv:1705.11031,
2017.

N. OTTOSEN AND M. RISTINMAA, The Mechanics of Constitutive Modeling, Elsevier, Amster-
dam, 2005.

F. RINDLER, Optimal control for nonconvexr rate-independent evolution processes, SIAM J.
Control Optim., 47 (2008), pp. 2773-2794, https://doi.org/10.1137/080718711, https://
doi.org/10.1137/080718711.

F. RINDLER, Approzimation of rate-independent optimal control problems, STAM J. Numer.
Anal., 47 (2009), pp. 3884-3909, https://doi.org/10.1137/080744050, https://doi.org/10.
1137,/080744050.

U. STEFANELLI, Magnetic control of magnetic shape-memory single crystals, Physica B, 407
(2012), pp. 1316-1321.

U. STEFANELLI, D. WACHSMUTH, AND G. WACHSMUTH, Optimal control of a rate-independent
evolution equation via viscous regularization, Discrete Contin. Dyn. Syst. Ser. S, 10
(2017), pp. 1467-1485, https://doi.org/10.3934/dcdss.2017076, https://doi.org/10.3934/
dedss.2017076.

P.-M. SUQUET, Sur les équations de la plasticité: existence et régularité des solutions, J.
Mécanique, 20 (1981), pp. 3-39.

R. TEMAM, Mathematical problems in plasticity, Courier Dover Publications, 2018.

G. WACHSMUTH, Optimal control of quasi-static plasticity with linear kinematic hardening, Part
I: Ezistence and discretization in time, SIAM J. Control Optim., 50 (2012), pp. 2836-2861
+ loose erratum, https://doi.org/10.1137/110839187, https://doi.org/10.1137/110839187.

G. WACHSMUTH, Optimal control of quasistatic plasticity with linear kinematic hardening I11:
Regularization and differentiability, Z. Anal. Anwend., 34 (2015), pp. 391418, https://
doi.org/10.4171/ZAA /1546, https://doi.org/10.4171/ZAA /1546.

G. WACHSMUTH, Optimal control of quasistatic plasticity with linear kinematic hardening III:
Optimality conditions, Z. Anal. Anwend., 35 (2016), pp. 81-118, https://doi.org/10.4171/
ZAA /1556, https://doi.org/10.4171/ZAA /1556.

S. WALTHER, Optimal Control of Plasticity Systems, PhD thesis, TU Dortmund, 2020. in
preparation.

W. P. ZIEMER, Weakly Differentiable Functions, Springer New York, 1989.

This manuscript is for review purposes only.


https://doi.org/10.1007/s00030-008-7065-5
https://doi.org/10.1007/s00030-008-7065-5
https://doi.org/10.1007/s00030-008-7065-5
https://doi.org/10.1007/978-1-4939-2706-7
https://doi.org/10.1137/080718711
https://doi.org/10.1137/080718711
https://doi.org/10.1137/080718711
https://doi.org/10.1137/080718711
https://doi.org/10.1137/080744050
https://doi.org/10.1137/080744050
https://doi.org/10.1137/080744050
https://doi.org/10.1137/080744050
https://doi.org/10.3934/dcdss.2017076
https://doi.org/10.3934/dcdss.2017076
https://doi.org/10.3934/dcdss.2017076
https://doi.org/10.3934/dcdss.2017076
https://doi.org/10.1137/110839187
https://doi.org/10.1137/110839187
https://doi.org/10.4171/ZAA/1546
https://doi.org/10.4171/ZAA/1546
https://doi.org/10.4171/ZAA/1546
https://doi.org/10.4171/ZAA/1546
https://doi.org/10.4171/ZAA/1556
https://doi.org/10.4171/ZAA/1556
https://doi.org/10.4171/ZAA/1556
https://doi.org/10.4171/ZAA/1556

	EB 627
	perfect_plast_disp_24jan
	Introduction
	Notation and Standing Assumptions
	State Equation
	Existence of Optimal Solutions
	Yosida Regularization and Reverse Approximation
	Convergence of Minimizers
	Appendix A. Auxiliary results
	References


