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STATIONARY DISCOUNTED AND ERGODIC MEAN FIELD GAMES OF

SINGULAR CONTROL

HAOYANG CAO, JODI DIANETTI, AND GIORGIO FERRARI

Abstract. We study stationary mean field games with singular controls in which the representative
player interacts with a long-time weighted average of the population through a discounted and an
ergodic performance criterion. This class of games finds natural applications in the context of optimal
productivity expansion in dynamic oligopolies. We prove existence and uniqueness of the mean field
equilibria, which are completely characterized through nonlinear equations. Furthermore, we relate
the mean field equilibria for the discounted and the ergodic games by showing the validity of an
Abelian limit. The latter allows also to approximate Nash equilibria of – so far unexplored – symmetric
N -player ergodic singular control games through the mean field equilibrium of the discounted game.
Numerical examples finally illustrate in a case study the dependency of the mean field equilibria with
respect to the parameters of the games.

Keywords: stationary mean field games; singular control; discounted and ergodic criterion; one-
dimensional Itô-diffusion; Abelian limit; optimal productivity expansion; ε-Nash equilibrium

1. Introduction

Dynamic stochastic games formalize models of competition in which different agents adjust the
dynamics of underlying state variables, while optimizing a certain performance criterion that also
depends on the other players’ actions. The standard solution concept is that of Markov perfect
equilibrium (see Fudenberg and Tirole (1991)), where a player’s equilibrium action depends on her
state and on the state variables of all the other agents at the current time. However, the complexity
and difficulty of stochastic games drastically increase with the number of players. As a matter of
fact – as also argued in Adlakha et al. (2015), among others – when the game faces a large number
N of players, the concept of Markov perfect equilibrium gives rise to two issues: computability and
plausibility. On the one hand, the explicit construction of Markov perfect equilibria can be very
challenging from a technical point of view, if possible at all. On the other hand, when a large
number of agents play the game, the fact that each player perfectly observes and keeps track of the
rivals’ states can be at least debatable.

For these reasons in the past decades it has been proposed the notion of mean field equilibrium
(introduced independently in Huang et al. (2006) and Lasry and Lions (2007); see also the two-
volume book Carmona and Delarue (2018) for a complete overview of theory and methods) and the
related one of oblivious equilibrium for infinite models, developed in Weintraub et al. (2008). Both
those concepts share the idea of mean field approximation from Statistical Physics: A large number
of exchangeable agents playing a symmetric game with mean field interaction does not react to the
actions of each single other player (as it would be in a Markov perfect equilibrium), but only to the
distribution of the other agents’ states, and possibly actions. Within this setting, stationary mean
field games and stationary oblivious equilibria for infinite models (cf. Bardi (2016); Cirant (2016);
Hopenhayn (1992); Weintraub et al. (2011), among others) assume that the representative player
makes actions only on the basis of her own state and the long-run average state of the mass. This
encompasses the following idea: In a symmetric game with a large number of players, whose state
and performance criterion only depend on the distribution of opponents’ state (i.e. an anonymous
game; cf. Jovanovic and Rosenthal (1988)), fluctuations of players’ states are expected to average
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out, the behavior of the other agents is “lost in the crowd” (Guéant et al. (2011), p. 208), and the
population’s state remains roughly constant over time.

Our motivation and problem. So far, most of the research on mean field games and games with
oblivious equilibria has focused on the important questions of existence, uniqueness, and approxi-
mation of solutions, and analytical results in closed form have been obtained in particular models.
Clearly, the difficulty of providing explicit constructions of equilibria is also due to the fact that, in
general, games with mean field interaction possess an intrinsic infinite-dimensional feature, due to the
dependency of the performance criterion/dynamics on the distribution of the continuum of players.
It thus follows that one can hope to determine the explicit structure of mean field equilibria only in
specific settings, as when the game has a linear-quadratic structure (see, e.g, Bensoussan et al. (2016)
and references therein), or when the problem is stationary and the interaction is through moments
of the population’s state with respect to the stationary distribution (cf. Basei et al. (2020) and Cao
and Guo (2020), among others).

Motivated by the aim of providing the explicit construction of equilibria in games of productivity
expansion, in this paper we consider a class of continuous-time stationary mean field games with sin-
gular controls. Our analysis allows to treat the mean field version of a symmetric dynamic oligopoly
model, which is described as follows. In the pre-limit, each company can instantaneously increase via
costly investment its productivity, which is affected by idiosyncratic noise modeling, e.g., exogenous
technological shocks. In the spirit of Chapter 11 in Dixit and Pindyck (1994) or Bertola (1998), each
unit of investment gives rise to a proportional cost, and investments do not need to be necessarily
performed at rates; also singularly continuous actions and gulps are allowed. The operating profit
function of each (exchangeable) company depends in an increasing way on the company’s produc-
tivity, and it is decreasing with respect to a long-time average of a weighted mean of all other firms’
productivities. In the limit, the representative company is then expected to react to a weighted mean
of the population’s stationary productivity. In this paper, we actually abstract from this concrete
application and study a stationary mean field game where: (i) the state variable of the representative
agent is a nonnegative singularly controlled Itô-diffusion; (ii) the interaction among players is through
the reward functional, in which instantaneous profits depend on a suitable weighted average of the
state process with respect to the stationary distribution; (iii) the representative agent maximizes
either a discounted net profit functional or its ergodic version. Notice that a study of the ergodic
mean field game is particularly relevant when one considers decisions in the context of sustainable
development and management of public goods, in which it might be important to take care of the
payoffs received by successive generations.

Our contributions. The main contributions of this work are the following. First of all, we are
able to construct the unique mean field stationary equilibrium, both for a discounted and an ergodic
reward functional. In both cases, the equilibrium control is of barrier-type: there exists an endoge-
nously determined threshold x? at which it is optimal to reflect the state process upward in a minimal
way (i.e. according to a so-called Skorokhod reflection; see, e.g., Chapter 6 in Harrison (2013)). The
equilibrium stationary distribution is given by a truncated version of the speed-measure of the un-
derlying Itô-diffusion; that is, it coincides with the speed measure on [x?,∞) and it is zero otherwise.
The equilibrium triggers are characterized as the unique solutions to some nonlinear equations involv-
ing marginal profits, marginal cost of investment, and characteristic quantities of the Itô-diffusion.
Those equations can be easily solved numerically, even explicitly when, for example, the state process
is a geometric Brownian motion. The approach leading to such a complete characterization of the
discounted and ergodic mean field equilibria is as follows: we fix the stationary average θ of the
population, and we solve one-dimensional singular stochastic control problem parametrized by θ. In
line with Alvarez (2015, 2018); Lon and Zervos (2011); Jack and Zervos (2006); Jack et al. (2008),
among others, we find that, for each given θ, it is optimal to reflect the state upward at some x?(θ).
We then impose that the value of θ at equilibrium is actually the one which is computed through the
stationary distribution of the state process reflected at x?(θ). We prove that the resulting fixed-point
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problem admits a unique solution θ?, which, in turn, leads to the equilibrium trigger x? := x?(θ?).
It is worth observing that a byproduct of our analysis is the solution to a class of ergodic singular
stochastic control problems, via exploiting a connection to optimal stopping in the spirit of Karatzas
(1983).

Second of all, we can show that the so-called Abelian limit holds for our mean field games. This
means that, when the representative agent discounts profits and costs at a rate r decreasing to zero,
the expected reward associated to the mean field equilibrium of the r-discounted problem, multiplied
by r, converges to a suitably constant. The latter actually is the equilibrium value of the ergodic
mean field game. Moreover, also the barrier triggering the equilibrium control of the discounted
problem converges to that of the ergodic problem when r ↓ 0. To the best of our knowledge, this is
the first paper that shows the validity of the Abelian limit for a (stationary) mean field game with
singular controls. The proof of such a convergence requires a careful analysis of the dependency with
respect to r of the equilibrium trigger and average arising in the discounted game. This is possible
by analyzing the continuity with respect to r of the solution to the system of equations uniquely
defining the equilibria.

A natural question is whether the determined mean field equilibria approximate the corresponding
symmetric N -player games. Moreover, in light of the Abelian limit, one can wonder whether the mean
field equilibrium for the discounted problem relates to ε-equilibria in the ergodic symmetric N -player
game. The study of these two questions represent the third main contribution of this work. We
introduce ergodic and discounted N -player symmetric games where each player reacts to the long-
time average of an increasing function of a weighted mean of the opponents’ states. We then show
that the mean field equilibria of the ergodic and discounted problems realize an εN -Nash equilibrium
for those N -player games, with εN converging to zero as N goes to infinity. Furthermore, when
N is large and r is small, the validity of the Abelian limit allows to prove that the equilibrium of
the discounted mean field game approximates a Nash equilibrium of the ergodic N -player singular
control game. While N -player games with singular controls have already attracted some attention in
the recent literature (see, among others, De Angelis and Ferrari (2018); Dianetti and Ferrari (2020);
Ferrari et al. (2017); Guo and Xu (2019); Guo et al. (2020); Kwon (2020); Kwon and Zhang (2015)),
to our knowledge, singular control games with ergodic criterion have not yet been investigated. The
previous approximation result thus sheds light on a novel class of dynamic stochastic games which
naturally arise in applications.

Finally, we complement our theoretical analysis by a study of the aforementioned productivity
expansion model motivating our study. Here, we assume that the productivity of the representative
firm evolves as a geometric Brownian motion with negative growth rate (i.e., a positive depreciation
of productivity), and that the profit function is of power type. In such a setting, the equilibrium
investment triggers can be explicitly determined and numerical experiments provide the dependency
of the mean field equilibria on the model’s parameters. For example, consistently with the single-
player optimization, one observes that, at equilibrium, larger fluctuations of the productivity leads
to an increase in the “value of waiting”, while a larger depreciation rate makes the representative
company invest earlier. Further, in both the discounted and ergodic cases, the equilibrium pro-
ductivity distributions are of power-type (cf. Gabaix (2009)), with productivity concentrated on a
right-neighborhood of the equilibrium triggers.

Related literature. Our work contributes to the literature on mean field games with continuous
time and continuous state-space. In particular, it is placed amongst those recent works that study
mean field equilibria for games with singular controls. The closest paper to ours is the recent Cao
and Guo (2020), where it is studied a stationary discounted mean field game with two-sided singular
controls, and its relation to the associated N -player game. However, differently to our general
diffusive model, in Cao and Guo (2020) the dynamics of the state process is a geometric Brownian
motion and the relation to the ergodic formulation of the mean field game is not addressed. In Campi
et al. (2020) and Guo and Xu (2019) mean field and N -player stochastic games for finite-fuel follower
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problems are studied, and the structure of equilibria is obtained. Finally, the work Horst and Fu
(2017) provides a careful technical analysis of the question of existence for general mean field games
involving singular controls.

Closely related works are also those studying mean field games with impulsive controls and stop-
ping times. As a matter of fact, generally speaking, singular control problems can be seen as the
limit of impulsive ones when the fixed cost component vanishes (cf. Bensoussan et al. (2010)), and
optimal timing questions can be thought of as the marginal version of singular control problems (see
Baldursson and Karatzas (1997)). Mean field games of optimal stopping are studied in Aı̈d et al.
(2020), Bertucci (2018), and Bouveret et al. (2020), among others. In Bouveret et al. (2020), it is
proposed a relaxed-solution approach and it shown that the considered class of mean field games
of stopping admits a relaxed equilibrium and that the associated value is actually unique. An ap-
plication of the approach to electricity markets is then addressed in Aı̈d et al. (2020). In Bertucci
(2018) it is instead studied via analytical means the variational inequality associated to the mean
field game of optimal timing. It is also worth noticing that mean field stationary optimal stopping
problems appeared also in the economic/finance literature. Amongst many others, we refer to the
early discrete-time model of firms’ dynamics in Hopenhayn (1992), to its continuous-time version
in Luttmer (2007), and to the competitive equilibrium model of capital structure by Miao (2005).
In Basei et al. (2020), it is studied nonzero-sum N -player and mean field stochastic games with
impulse controls. Under suitable requirements, it is shown that the mean field game provides an
ε-Nash equilibrium approximation to the N -player game. The results are then illustrated in a cash
management problem. The work by Christensen et al. (2020) addresses a question similar to ours,
but in the setting of impulsive mean field games. In particular, in Christensen et al. (2020) it is
studied a class of explicitly solvable ergodic mean field control problems/games arising in optimal
harvesting. However, differently to the present work, the validity of the Abelian limit and the relation
to N -player games are not investigated there.

Paper’s structure. The rest of the paper is organized as follows. In Section 2 the probabilistic
setting is introduced, while the mean field games are presented in Section 3. Section 4 collects the
results of existence and uniqueness of mean field equilibria, and Section 5 derives the Abelian limit.
The relation between the considered mean field games and their related symmetric N -player games is
then discussed in Section 6. Explicit results and numerical experiments in a case study are presented
in Section 7, while the Appendices collect the proofs of the main results of this work.

2. The probabilistic setting

We introduce here the probabilistic setting of our study. On a given complete filtered probability
space (Ω,F ,F := (Ft)t,P) satisfying the usual conditions, consider a stochastic process Xν , whose
dynamics is affected by an F-Brownian motion B and by an adapted, right-continuous, nondecreasing
process ν. Namely,

(2.1) dXν
t = b(Xν

t )dt+ σ(Xν
t )dBt + dνt, X0− = x ∈ R+.

Here and in the sequel, R+ := (0,∞), and b and σ are suitable drift and diffusion coefficients (see
Assumption 2.1 below). Xν models the state process of the representative agent, while ν is the
control variable belonging to the set

A :={ν : Ω× R+ → R+, F-adapted and such that t 7→ νt is a.s.(2.2)

nondecreasing, right-continuous and s.t. ν0− = 0}.

The nondecreasing property of the paths of ν models the fact that νt represents the cumulative
amount of control exerted up to time t, such as the cumulative investment into production made up
to time t. On the other hand, the F-adaptedness of ν prescribes that actions should be taken on the
basis of the flow of information available to the agent.
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In order to ensure that, for any given ν ∈ A and x ∈ R+, there exists a unique strong solution to
(2.1), we make the following assumption (cf. Theorem 7 in Chapter V of Protter (2005)).

Assumption 2.1. The coefficients b : R+ → R and σ : R+ → R+ are continuously differentiable.
Furthermore, b and σ are (globally) Lipschitz continuous, and σσ′ is locally Lipschitz.

The locally Lipschitz property of σσ′, as well as the Lipschitz continuity of b, will be needed in our
subsequent analysis (cf. (2.5) and Proof of Lemma 5.1, respectively). We denote the solution to (2.1)
by Xx,ν , and, when needed, we use the notation E[g(Xx,ν)] = Ex[g(Xν)], for any Borel-measurable
and integrable function g.

Furthermore, the uncontrolled diffusion process X := X0 solving

(2.3) dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x ∈ R+,

is nondegenerate, and for any xo ∈ R+ there exists ε > 0 (depending on xo) such that

(2.4)

∫ xo+ε

xo−ε

1 + |b(z)|
σ2(z)

dz < +∞.

The latter guarantees that X is a regular diffusion. That is, starting from x ∈ R+, X reaches any
other y ∈ R+ in finite time with positive probability. Finally, to stress the dependency of X on its
initial value, from now on we may write Xx.

In our subsequent analysis, an important role will be also played by the one-dimensional Itô-

diffusion X̂ evolving as

(2.5) dX̂t =
[
b(X̂t) + (σσ′)(X̂t)

]
dt+ σ(X̂t)dB̂t, X̂0 = x ∈ R+,

for some one-dimensional F-Brownian motion B̂.
Notice that, under Assumption 2.1, there exists a unique strong solution to (2.5), up to a possible

explosion time. Moreover, one has that for any xo ∈ R+ there exists ε > 0 such that

(2.6)

∫ xo+ε

xo−ε

1 + |b(z)|+ |σσ′(z)|
σ2(z)

dz < +∞,

ensuring that X̂ is a regular diffusion as well. In order to highlight the dependence of X̂ on its initial

value, in the following we write X̂x, when needed, and we denote by Êx the expectation under the

measure P̂x on (Ω,F) such that P̂x[ · ] := P[ · | X̂0 = x].

2.1. On the diffusions X and X̂: Characteristics and requirements. In this subsection we

recall useful basic characteristics of the diffusion processes X and X̂. We refer to Chapter II in
Borodin and Salminen (2015) for further details.

The infinitesimal generator of the uncontrolled diffusion X is denoted by LX and is defined as the
second-order differential operator

(2.7) (LXf) (x) :=
1

2
σ2(x)f ′′(x) + b(x)f ′(x), f ∈ C2(R+), x ∈ R+.

On the other hand, the infinitesimal generator X̂ is denoted by L
X̂

and is such that

(L
X̂
f) (x) :=

1

2
σ2(x)f ′′(x) + (b(x) + σ(x)σ′(x))f ′(x), f ∈ C2(R+), x ∈ R+.(2.8)

For r > 0, we introduce ψr and φr as the fundamental solutions to the ordinary differential equation
(ODE),

LXu(x)− ru(x) = 0, x ∈ R+,(2.9)

and we recall that they are strictly increasing and decreasing, respectively. For an arbitrary xo ∈ R+

we also denote by

S′(x) := exp

(
−
∫ x

xo

2b(z)

σ2(z)
dz

)
, x ∈ R+,
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the derivative of the scale function of X, and we observe that the derivative of the speed measure of X
is given by m′(x) := 2

σ2(x)S′(x)
. Together with the killing measure, scale function and speed measure

represent the basic characteristics of any diffusion process. In particular, S is related to the drift of
the diffusion and, more specifically, to the probability of the diffusion leaving an interval either from
its left or right endpoint. On the other hand, it can be shown that the transition probability of a
regular diffusion is absolutely continuous with respect to the speed measure.

Throughout this paper we assume that

Assumption 2.2. ∫ ∞
a

m′(y)dy <∞, for any a > 0.

This requirement guarantees that the process X reflected upward at a level a > 0 is positively
recurrent.

Moreover, when r − b′(x) ≥ ro > 0 for x ∈ R+, any solution to the ODE

L
X̂
u(x)− (r − b′(x))u(x) = 0, x ∈ R+,(2.10)

can be written as a linear combination of the fundamental solutions ψ̂r and φ̂r, which are strictly
increasing and decreasing, respectively. Finally, letting xo ∈ R+ to be arbitrary, we denote by

Ŝ′(x) := exp

(
−
∫ x

xo

2b(z) + 2σ(z)σ′(z)

σ2(z)
dz

)
, x ∈ R+,

the derivative of the scale function of X̂, and by m̂′(x) := 2

σ2(x) Ŝ′(x)
the density of its speed measure.

One can easily check that the scale functions and speed measures of X and X̂ are related through

Ŝ′(x) = S′(x)/σ2(x) and m̂′(x) = 2/S′(x), for x ∈ R+.

Concerning the boundary behavior of the real-valued Itô-diffusions X and X̂, in the rest of this
paper we assume that 0 and +∞ are natural boundaries for those two processes. In particular,
this means that 0 and ∞ are unattainable in finite time and that, for each r > 0, we have

(2.11) lim
x↓0

ψr(x) = 0, lim
x↓0

φr(x) = +∞, lim
x↑∞

ψr(x) = +∞, lim
x↑∞

φr(x) = 0,

(2.12) lim
x↓0

ψ′r(x)

S′(x)
= 0, lim

x↓0

φ′r(x)

S′(x)
= −∞, lim

x↑∞

ψ′r(x)

S′(x)
= +∞, lim

x↑∞

φ′r(x)

S′(x)
= 0.

Also, when r − b′(x) ≥ ro > 0 for each x ∈ R+, we have

(2.13) lim
x↓0

ψ̂r(x) = 0, lim
x↓0

φ̂r(x) = +∞, lim
x↑∞

ψ̂r(x) = +∞, lim
x↑∞

φ̂r(x) = 0,

(2.14) lim
x↓0

ψ̂′r(x)

Ŝ′(x)
= 0, lim

x↓0

φ̂′r(x)

Ŝ′(x)
= −∞, lim

x↑∞

ψ̂′r(x)

Ŝ′(x)
= +∞, lim

x↑∞

φ̂′r(x)

Ŝ′(x)
= 0.

Furthermore, we require that

lim
x↓0

φ′r(x) = −∞ and lim
x↑∞

ψ′r(x) =∞.

Then, by arguing as in the second part of the proof of Lemma 4.3 in Alvarez and Matomäki (2015),

one can show that, under our conditions on X and X̂, one has φ̂r = −φ′r and ψ̂r = ψ′r.
Finally, the following useful equations hold for any 0 < a < b <∞:

(2.15)


ψ̂′r(b)

Ŝ′(b)
− ψ̂′r(a)

Ŝ′(a)
=

∫ b

a
ψ̂r(y)(r − b′(y))m̂′(y)dy,

φ̂′r(b)

Ŝ′(b)
− φ̂′r(a)

Ŝ′(a)
=

∫ b

a
φ̂r(y)(r − b′(y))m̂′(y)dy.
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We conclude this discussion by noticing that all the requirements on X (and, consequently, on X̂)
assumed so far are satisfied, for example, by the relevant cases in which X is a geometric Brownian
motion with drift b(x) = −δx, δ > 0, or an affine mean-reverting dynamics with drift b(x) = κ(λ−x)
and volatility σ(x) = σx, for positive κ, λ, σ.

3. The stationary mean field games

In this section we introduce the stationary mean field games (MFGs) that will be the object of
our study. For any ν ∈ A, x ∈ R+, and θ ∈ R+ we consider the discounted expected profit

(3.1) J(x, ν, θ; r) := Ex

[ ∫ ∞
0

e−rsπ(Xν
s , θ)ds−

∫ ∞
0

e−rsdνs

]
, r > 0,

as well as the ergodic expected profit

G(x, ν, θ) := lim sup
T↑∞

1

T
Ex

[ ∫ T

0
π(Xν

s , θ)ds− νT
]
.(3.2)

In (3.1) and (3.2), π : R2 → [0,∞) is an instantaneous profit function and the control processes are
picked from the admissible classes

Ad :=
{
ν ∈ A : E

[ ∫ ∞
0

e−rsdνs

]
<∞

}
and Ae :=

{
ν ∈ A : E

[
νT
]
<∞ ∀T > 0

}
,(3.3)

respectively. In order to simplify notation, in the sequel we shall omit the dependency on r of the

set Ad, which in fact will be clear from the context. Furthermore, in (3.1) the integral
∫ t

0 ( · )dνs is
intended in the Lebesgue-Stieltjes sense as

∫
[0,t]( · )dνs, thus including a possible initial jump of ν of

amplitude ν0.
Next, for a probability measure µ on R, i.e. µ ∈ P(R+), we define

(3.4) θ(µ) := F

(∫
R+

f(x)µ(dx)

)
∈ [0,∞],

where the functions F and f are a strictly increasing nonnegative functions.
In the mean field games defined through the next Definitions 3.1 and 3.2, the term θ = θ(µ)

appearing in (3.1) and (3.2) describes a suitable mean with respect to the stationary distribution
µ = PXν

∞ of the optimally controlled state process Xν (provided that one exists). For example, if
Xν describes the productivity of the representative company, then µ provides the distribution of the
asymptotic productivity, and its weighted average – with weight function f – defines a price index
through the function F (cf. Remark 3.4 below).

In the sequel, we focus on the following definition of MFG equilibria.

Definition 3.1 (Equilibrium of the discounted MFG). For r > 0 and x ∈ R+, a couple (ν?,r, θ?r) ∈
Ad × R+ is said to be an equilibrium of the discounted MFG for the initial condition x if

(1) J(x, ν?,r, θ?r ; r) ≥ J(x, ν, θ?r ; r), for any ν ∈ Ad;
(2) The optimally controlled process Xx,? := Xx,ν?,r admits a limiting distribution PXx,?

∞
satisfying

θ?r = θ(PXx,?
∞

).

Definition 3.2 (Equilibrium of the ergodic MFG). For x ∈ R+, a couple (ν?,e, θ?e) ∈ Ae × R+ is
said to be an equilibrium of the ergodic MFG for the initial condition x if

(1) G(x, ν?,e, θ?e) ≥ G(x, ν, θ?e), for any ν ∈ Ae;
(2) The optimally controlled process Xx,? := Xx,ν?,e admits a limiting distribution PXx,?

∞
satisfying

θ?e = θ(PXx,?
∞

).

We enforce the following structural conditions on the running profit and weight function.

Assumption 3.3. The running profit π : R2
+ → [0,+∞) belongs to C2(R2

+). Furthermore,
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(π-i) π(·, θ) is concave and nondecreasing for any θ ∈ R+;
(π-ii) π has strictly decreasing differences; that is, πxθ(x, θ) < 0 for any (x, θ) ∈ R2

+;
(π-iii) for any x ∈ R+,

lim
θ↓0

πx(x, θ) = +∞ and lim
θ↑∞

πx(x, θ) = 0;

(π-iv) for any 0 < a < b <∞ there exists a function ha,b : R+ → R+ such that

|πxθ(x, θ)| m̂′(x) ≤ ha,b(x), for any x ∈ R+, θ ∈ (a, b), and ha,b ∈ L1(κ,∞) for any κ ∈ R+.

Moreover, the weight functions F and f appearing in (3.4) satisfies:

(i) The functions F, f : [0,∞) → [0,∞) are continuously differentiable with F ′, f ′ > 0 and, for
β ∈ (0, 1) and a constant C > 0, they satisfy the growth conditions:

f(x) ≤ C(1 + |x|β),

F (x) ≤ C(1 + |x|
1
β ),

|F (y)− F (x)| ≤ C(1 + |x|+ |y|)
1
β
−1|y − x|,

for any y, x ∈ R+;
(ii) limy↑∞ F (y) = +∞ and limy↑∞ f(y) = +∞.

Remark 3.4. With regard to a stationary mean field formulation of a game of productivity expansion,
a benchmark example of running profit function and average satisfying Assumption 3.3 are

π(x, θ) := xβ θ−(1+β), θ := θ(µ) =

(∫
R+

xβµ(dx)

) 1
β

, β ∈ (0, 1).

Such a form of interaction can be obtained from the so-called isoelastic demand obtained from Spence-
Dixit-Stiglitz preferences (see, e.g., footnote 5 in Achdou et al. (2014) for such a derivation).

4. Existence, uniqueness, and characterization of the mean field equilibria

In this section, the discounted MFG problem and the ergodic MFG problem are solved. In partic-
ular, existence and uniqueness of equilibria is shown by charaterizing the equilibria in terms of the
unique solution to systems of nonlinear equations.

4.1. On the discounted stationary MFG. In order to deal with the discounted MFG problem
for a fixed discount factor r > 0, we make the following additional requirement (see also Jack et al.
(2008), Kwon (2020), among others).

Assumption 4.1.

(i) For each x ∈ R+ we have r − b′(x) ≥ 2c > 0, for a constant c > 0;
(ii) For any θ ∈ R+, there exists x̂r(θ) ∈ R+ such that

πx(x, θ)− r + b′(x)

 < 0, x > x̂r(θ),
= 0, x = x̂r(θ),
> 0, x < x̂r(θ).

Condition (i) above guarantees that the discount rate is (uniformly) larger than the marginal
growth rate of the diffusion X. It is automatically satisfied in the particular cases in which X is a
geometric Brownian motion with drift b(x) = −δx, δ > 0, or it is an affine mean-reverting process
with drift b(x) = κ(λ − x), κ, λ > 0 (and volatility σ(x) = σx, σ > 0). Moreover, bearing in
mind the mean field game of productivity expansion discussed in the introduction, Condition (ii)
in Assumption 4.1 ensures the following: The marginal running profit πx, net of the “user cost
of capital” r − b′, changes sign at most once. Such a requirement guarantees that the mean field
equilibrium is of threshold type, as in fact, for any given θ, it should not be profitable to increase
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productivity via costly investment when πx(x, θ)− r + b′(x) < 0. This is formalized in the following
theorem, whose proof can be found in Appendix 9.1.

Theorem 4.2. Let r > 0, and let Assumptions 2.1, 2.2, 3.3, and 4.1 hold. For any x ∈ R+, there
exists a unique equilibrium (ν?,r, θ?r) of the discounted MFG. Moreover, ν?,r makes the state process
reflected upward at the barrier x?r < x̂r(θ

?
r), and the couple (x?r , θ

?
r) is determined as the unique

solution to the system

(4.1)

∫ ∞
x?r

φ̂r(y)
(
πx(y, θ?r)− r + b′(y)

)
m̂′(y)dy = 0 and

∫ ∞
x?r

(f(y)− F−1(θ?r))m
′(y)dy = 0.

4.2. On the ergodic stationary MFG. Our analysis of the ergodic MFG problem is subject to
the following requirements, which are consistent to those in Assumption 4.1 when r = 0.

Assumption 4.3.

(i) For each x ∈ R+ we have b′(x) < −2c < 0, for a constant c > 0;
(ii) For any θ ∈ R+, there exists x̂0(θ) ∈ R+ such that

πx(x, θ) + b′(x)

 < 0, x > x̂0(θ),
= 0, x = x̂0(θ),
> 0, x < x̂0(θ).

Notice that the condition b′(x) < −2c < 0 is easily seen to be verified in the relevant cases of X
being a geometric Brownian motion and a mean-reverting affine process with drift b(x) = κ(λ− x),
κ, λ > 0, (and volatility σ(x) = σx, σ > 0).

Recall now the mean field game problem with ergodic net profit given by (3.2), together with its
notion of solution given in Definition 3.2. For each θ > 0, set

(4.2) λ?(θ) := sup
ν∈Ae

lim sup
T↑∞

1

T
Ex

[ ∫ T

0
π(Xν

s , θ)ds− νT
]

The next result provides a complete characterization of the ergodic mean field equilibrium. Its
proof can be found in Appendix 9.2.

Theorem 4.4. Let Assumptions 2.1, 2.2, 3.3, and 4.3 hold. For any x ∈ R+, there exists a unique
equilibrium (ν?,e, θ?e) of the ergodic MFG. Moreover, the process ν?,e reflects the state process at the
barrier x?e < x̂0(θ?e), and the couple (x?e, θ

?
e) is determined as the unique solution to the system

(4.3)

∫ ∞
x?e

φ̂0(y)
(
πx(y, θ?e) + b′(y)

)
m̂′(y)dy = 0 and

∫ ∞
x?e

(f(y)− F−1(θ?e))m
′(y)dy = 0.

Finally, the value of the ergodic MFG at equilibrium is given by

(4.4) λ?(θ?e) = b(x?e) + π(x?e, θ
?
e).

5. Connecting discounted and ergodic MFGs: The Abelian limit

A natural question is whether the mean field equilibrium and the relative equilibrium value of the
discounted game can be related to those of the ergodic game in the limit r ↓ 0. In this section we
provide a positive answer to the previous question by showing the validity of the so-called Abelian
limit for the equilibrium value of the discounted game. Moreover, we also prove convergence of the
equilibrium boundary of the discounted game towards that of the ergodic game. Although similar
results are known in the literature on singular stochastic control problems (cf. Alvarez and Hening
(2019), Karatzas (1983), Weerasinghe (2007)), to our knowledge they appear here for the first time
within this literature in the mean field context.

The main idea of the subsequent analysis is to show suitable regularity, with respect to the discount
factor r in a neighborhood of 0, of the solutions to the systems of equations provided in Theorems
4.2 and 4.4, which in fact completely characterize the MFG equilibria. Throughout this section, we
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let Assumptions 2.1, 2.2, 3.3, and 4.3 hold, so that Assumption 4.1 is also satisfied for any
r > 0.

Let then c > 0 be as in Assumption 4.3, and define the functions

Π(y, θ; r) := m̂′(y)
(
πx(y, θ)− (r − b′(y))

)
x, θ > 0, r ∈ (−c, 1),

K(x, θ; r) :=

∫ ∞
x

φ̂r(y)Π(y, θ, r)dy, x, θ > 0, r ∈ (−c, 1),

K̂(x, θ; r) := K(x, θ; r)/φ̂r(x), x, θ > 0, r ∈ (−c, 1),

Ĝ(x, θ) :=

∫ ∞
x

(f(y)− F−1(θ))m′(y)dy x, θ > 0.

Define next Φ : R2
+ × (−c, 1)→ R2 by setting

(5.1) Φ(x, θ; r) := (K̂(x, θ; r), Ĝ(x, θ)).

The function Φ describes the system of equations determining the MFG equilibria of the discounted

problem and of the ergodic problem. Indeed, for each r > 0, since φ̂r > 0, we have K(x, θ; r) = 0

if and only if K̂(x, θ; r) = 0; hence, according to Theorem 4.2, for each r > 0, there exists a unique
(x?r , θ

?
r) such that Φ(x?r , θ

?
r ; r) = 0. Analogously, according to Theorem 4.4, there exists a unique

(x?e, θ
?
e) such that Φ(x?e, θ

?
e ; 0) = 0.

Clearly, continuity of Φ is a necessary ingredient for the previously discussed convergence of the
equilibrium of the discounted MFG towards that of the ergodic MFG. This is accomplished in the
next technical lemma, whose proof is postponed to Appendix 9.3.

Lemma 5.1. The function Φ : R2
+ × (−c, 1)→ R2 is continuous.

For each r ∈ (0, 1], denote now by V (x, r; θ?r) the equilibrium value of the MFG with discount
factor r. We are then in the condition of stating (and proving in Appendix 9.4) the main result of
this section.

Theorem 5.2. For any x ∈ R+, one has

lim
r↓0

(x?r , θ
?
r) = (x?e, θ

?
e) and lim

r↓0
rV (x, θ?r ; r) = λ?(θ?e).

6. Mean-field vs. N-player: approximation results

In the previous sections, we have established existence and uniqueness of the solutions to both
the discounted and ergodic MFGs with singular controls. Here we provide the connection of these
mean field solutions to symmetric N -player games. In particular, we show that each mean field
solution approximates the Nash equilibrium of a suitable N -player game. Furthermore, by exploiting
the Abelian limit, we find that the mean field equilibrium of the discounted game realizes an ε-Nash
equilibrium for the N -player ergodic game, when N is large and r is small. These results have the two
following implications: on the one hand, they shed light on the “closeness” of N -player discounted
games with the – so far unexplored – N -player ergodic games, when N is large and r is small; on the
other hand, they provide an operative way of constructing approximate equilibria.

Throughout this section, we let Assumptions 2.1, 2.2, 3.3, and 4.3 hold, so that Assumption
4.1 is also satisfied for any r > 0.

The N -player games are described as follows. Let the filtered probability space (Ω,F ,F =
(Ft)t≥0,P) support a standard Brownian motion W , and a sequence (W i)i∈N of independent F-
Brownian motions, independent from W . Suppose also that the filtered probability space is rich
enough to allow for a sequence (ξi)i∈N of i.i.d. square-integrable R+-valued F0-random variables, in-
dependent from W and (W i)i∈N, and with distribution µ0. For each i ∈ {1, . . . , N}, player i chooses

an (open-loop) strategy νi ∈ A in order to control its state process Xi,νi , which evolves according to

(6.1) dXi,νi

t = b(Xi,νi

t )dt+ σ(Xi,νi

t )dW i
t + dνit , Xi,νi

0− = ξi.
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For strategies νi ∈ A, we denote by ν−i = (ν1, . . . , νi−1, νi+1, . . . , νN ) the vector of strategies
picked by player i’s opponents, and we define profile strategies by (νi,ν−i) := (ν1, . . . , νN ). We set

(6.2) θNν−i := lim
t→∞

1

t

∫ t

0
F
( 1

N − 1

∑
j 6=i

f(Xj,νj

s )
)
ds,

and, for q ∈ {d, e} and Aq as in (3.3), introduce the sets:

ÂN−1
q :=

{
ν−i ∈ AN−1

q : θNν−i exists finite a.s.
}
.

Then, the ergodic and the discounted payoffs of player i arising from playing νi ∈ Ae and νi ∈ Ad,
respectively, are given by

(6.3) Gi(νi,ν−i) := lim sup
T→∞

1

T
E

[∫ T

0
π
(
Xi,νi

t , θNν−i
)
dt− νiT

]
, ν−i ∈ ÂN−1

e ,

and

(6.4) J i(νi,ν−i; r) := E

[∫ ∞
0

e−rtπ
(
Xi,νi

t , θNν−i
)
dt−

∫ ∞
0

e−rtdνit

]
, ν−i ∈ ÂN−1

d .

Definition 6.1 (ε-Nash Equilibrium). For ε > 0,

(1) ν? = (ν?,1, . . . , ν?,N ) ∈ ANe is called ε-Nash equilibrium (ε-NE) of the ergodic N -player game

if for any i = 1, . . . , N we have ν?,−i ∈ ÂN−1
e and

Gi(ν?,i,ν?,−i) ≥ Gi(νi;ν?,−i)− ε, νi ∈ Ae;
(2) ν? = (ν?,1, . . . , ν?,N ) ∈ ANd is called ε-Nash equilibrium (ε-NE) of the discounted N -player

game if for any i = 1, . . . , N we have ν?,−i ∈ ÂN−1
d and

J i(ν?,i,ν?,−i; r) ≥ J i(νi;ν?,−i; r)− ε, νi ∈ Ad.

In order to approximate Nash equilibria when the initial conditions for the SDEs (6.1) are random
variables, for any θ > 0 we define the profit functionals for the mean field game problems:

G(ν, θ) :=

∫
R+

G(x, ν, θ)µ0(dx), ν ∈ Ae,(6.5)

J(ν, θ; r) :=

∫
R+

J(x, ν, θ; r)µ0(dx) ν ∈ Ad, r > 0.

Remark 6.2 (On the initial distribution). We point out that all the results in the previous sections
hold true also for profit functionals as in (6.5); that is, if the deterministic initial condition X0− = x ∈
R+ is replaced by X0− = ξ, for a positive square-integrable F0-random variable ξ, with distribution
µ0. In particular, by the Markov property of the solution to the reflected Skorokhod problem (cf.
Theorem 1.2.2 and Exercise 1.2.2 in Pilipenko (2014)), the MFG equilibria (ν?,r, θ?r) and (ν?,e, θ?e)
are still characterized by couples (x?r , θ

?
r) and (x?e, θ

?
e) solving the systems of equations provided in

Theorems 4.2 and 4.4, respectively.

For any i = 1, . . . , N , let us consider the policy ν̄i,e ∈ Ae according to which the state is re-
flected upward at the boundary x?e. Similarly, for r > 0, the policy ν̄i,r ∈ Ad makes the state
upward reflected at x?r . We observe that, for i = 1, ..., N and q ∈ {d, e}, the profile strategies

(ν̄1,q, . . . , ν̄i−1,q, ν̄i+1,q, . . . , ν̄N,q) ∈ ÂN−1
q . Then, define accordingly:

(6.6) ν̄e := (ν̄1,e, . . . , ν̄N,e), ν̄r := (ν̄1,r, . . . , ν̄N,r), θi,Ne := θNν̄−i,e , and θi,Nr := θNν̄−i,r .

To facilitate our discussion, we enforce some additional mild requirements on the dynamics of the
state processes and on the profit function.
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Assumption 6.3.

(1) There exists xb,σ > 0 such that 2x b(x) + σ2(x) ≤ 0 for any x ≥ xb,σ;
(2) For any a > 0, there exists a constant C > 0 such that

|π(x, θ1)− π(x, θ2)| ≤ C(1 + |x|)|θ1 − θ2|, ∀θ1, θ2 ≥ a,

for all x ∈ R.

Notice that the previous conditions are satisfied by the benchmark cases in which b(x) = −δx or
b(x) = δ(λ−x) and σ(x) = σx (that is, geometric or affine dynamics) when 2δ ≥ σ2, and for a profit

function π(x, θ) = xβ θ−(1+β), for some elasticity β ∈ (0, 1).
For θ > 0 and r ≥ 0, let x̂r(θ) be as in Assumption 4.1 and 4.3. It is easy to show that the function

x̂r(θ) is continuous in (θ, r) so that, by the convergence in Theorem 5.2, we can set

B̂ := 2 max

{
sup
r∈(0,1]

x̂r(F (f(x?r))), x̂0(F (f(x?e))), sup
r∈(0,1]

x?r , x
?
e

}
<∞.

Next, for any i = 1, ..., N , by definition of ν̄i,e, we have Xi,νi,e

t ≥ x?e, P-a.s., for any t > 0. This

fact, for θi,Ne as in (6.6), by monotonicity of f and F implies that θi,Ne ≥ F (f(x?e)), P-a.s. In the

same way, θi,Nr ≥ F (f(x?r)), P-a.s. for each i = 1, ..., N and r > 0. Therefore, since for r ≥ 0 the

functions x̂r are nonincreasing in θ, by definition of B̂ we have

(6.7) x̂0(θi,Ne ) ≤ x̂0(F (f(x?e))) ≤ B̂, x̂r(θ
i,N
r ) ≤ x̂r(F (f(x?r))) ≤ B̂, r > 0.

It is shown in the proofs of Theorems 4.2 and 4.4 that, for any θ > 0, the optimal control never
acts when the optimally controlled state process lies in the set {y : πx(y, θ)− (r − b′(y)) < 0} = {y :
y > x̂r(θ)}. This observation, together with (6.7), suggests to concentrate the attention only to those

strategies ν ∈ Aq, q ∈ {d, e}, that do not increase when Xi,ν ≥ B̂. In fact, defining, for q ∈ {d, e},
the set Aq(B̂) := {ν ∈ Aq : supp(dν) ∩ {Xi,ν ≥ B̂} = ∅,P-a.s.}, it can be shown that
(6.8)

sup
ν∈Ae

Gi(ν, ν̄−i,e) = sup
ν∈Ae(B̂)

Gi(ν, ν̄−i,e), sup
ν∈Ad

J i(ν, ν̄−i,r; r) = sup
ν∈Ad(B̂)

J i(ν, ν̄−i,r; r), for r > 0.

Moreover, since x?r , x
?
e ≤ B̂/2, we have ν̄i,r ∈ Ad(B̂) and ν̄i,e ∈ Ae(B̂).

All these facts allow to prove the following important a priori estimates. Their proof is in Appendix
9.5.

Lemma 6.4. We have

sup
ν∈Ae(B̂)

lim sup
T→∞

1

T
E

[ ∫ T

0
|Xi,ν

t |2dt
]
<∞ and sup

ν∈Ad(B̂)

E

[ ∫ T

0
e−rt|Xi,ν

t |2dt
]
<∞ for r > 0.

We are finally ready to state (and prove in Appendix 9.6) the main result of this section. It states
that mean field solutions realize approximate Nash equilibria in the related symmetric N -player
games defined in Definition 6.1, when N is large and/or r is small.

Theorem 6.5. The following approximations hold true:

(1) ν̄e is an εN -NE for the ergodic N -player game with εN → 0 as N →∞;
(2) ν̄r is an εN,r-NE for the ergodic N -player game with εN,r → 0 as N →∞ and r → 0;
(3) ν̄r is an εN -NE for the discounted N -player game with εN → 0 as N →∞;
(4) ν̄e is an εN,r-NE for the discounted N -player game with εN,r → 0 as N →∞ and r → 0.

Remark 6.6. We point out that results analogous to Claims 1 and 2 in Theorem 6.5 can be obtained
even if the mean field interaction term (6.2) in the N -player game is replaced by a time-dependent
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interaction. As a matter of fact, one can consider

ΘN
ν−i(t) := F

( 1

N − 1

∑
j 6=i

f(Xj,νj

t )
)
,

and define accordingly, for νi ∈ Ae, player i’s ergodic profit functional

Gi(νi,ν−i) := lim sup
T→∞

1

T
E

[∫ T

0
π
(
Xi,νi

t ,ΘN
ν−i(t)

)
dt− νiT

]
, ν−i ∈ AN−1

e .

7. Explicit and numerical illustrations in a case study

In this section, we illustrate the results of the previous sections in a mean field version of a
dynamic game of productivity expansion. The productivity of the representative company evolves
stochastically as

(7.1) dXν
t = −δXν

t dt+ σXν
t dWt + dνt, X0− = x > 0.

In (7.1), the parameter δ > 0 measures the natural decay rate of productivity, e.g. because of
production machines’ deterioration; the Brownian motion W models any exogenous shock, such
as new technological achievements, that affects productivity level with volatility σ > 0; νt gives
the cumulative amount of investment in production or in R&D made up to time t, and which
instantaneously makes the company’s productivity increase.

The representative firm interacts with the continuum of other symmetric companies via the oper-
ating profit function, which we take of the form

π(x, θ) := xβ θ−(1+β), θ :=

(∫
R+

xβ PXν
∞(dx)

) 1
β

, β ∈ (0, 1).

As already noticed in Remark 3.4, such a choice of π can be obtained from an isoelastic demand
function obtained from Spence-Dixit-Stiglitz preferences (cf. Dixit and Stiglitz (1977) and footnote
5 in Achdou et al. (2014)). Here, θ−1 can be interpreted as the price index, whose equilibrium level
is then determined as a result of the mean field interaction.

7.1. The solution to the discounted MFG. Within this setting Assumptions 2.1, 2.2, 3.3, and 4.1
are easily verified, and, employing Theorem 4.2, the solution to the mean field stationary discounted
game as in Definition 3.1 can be explicitly calculated. Namely, one has

θ?r =
(
ρ?r
)− 1

1+β ,

where

(7.2) ρ?r :=

(
1 + 2δ

σ2 − β
1 + 2δ

σ2

) 1−β2
2β {

σ2[n(r)− β][1−m(r)]

2β

} 1+β
2

,

with

m(r) :=

(
δ

σ2
+

1

2

)
−

√(
δ

σ2
+

1

2

)2

+
2r

σ2
< 0, n(r) :=

(
δ

σ2
+

1

2

)
+

√(
δ

σ2
+

1

2

)2

+
2r

σ2
> 1.

Hence, (ρ?r)
1

1+β = (θ?r)
−1, and – up to taking the root of order 1+β – ρ?r identifies with the equilibrium

price index. Also, defining

H(ρ?r ; r) :=
2ρ?r

σ2[n(r)− β][β −m(r)]
,

the reflection boundary is

(7.3) x?r =

[
H(ρ?r ; r)β[β −m(r)]

1−m(r)

] 1
1−β

.
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(a) Ergodic MFG (b) Discounted MFG with r = 0.5

Figure 1. Density functions of the stationary distributions in equilibrium

Furthermore, the equilibrium stationary distribution is given by

(7.4) PXν?,r
∞

(dx) =
1 + 2δ

σ2(
x?r
)− 2δ

σ2
−1
x−

2δ
σ2
−2
1[x?r ,∞)(x)dx.

Figure 1b describes the density function when r = 0.5.

7.2. The solution to the ergodic MFG. In the setting of this section it is also clear that Assump-
tions 2.1, 2.2, 3.3, and 4.3 are verified. Hence, Theorem 4.4 can be applied in order to determine the
solution to the ergodic MFG defined in 3.1. Also in this case the equilibrium barrier and weighted
average can be explicitly determined. In particular,

θ?e =
(
ρ?e
)− 1

1+β ,

where

(7.5) ρ?e :=

[
n− β
n

] 1−β2
2β
[
γ2(n− β)

2β

] 1+β
2

,

with n := 1 + 2δ
σ2 . Moreover, the reflection barrier is

(7.6) x?e =

[
2ρ?eβ

σ2(n− β)

] 1
1−β

,

while the the equilibrium stationary distribution, as in Figure 1a, is given by

(7.7) PXν?,e
∞

(dx) =
1 + 2δ

σ2(
x?e
)− 2δ

σ2
−1
x−

2δ
σ2
−2
1[x?e ,∞)(x)dx.

Taking limits in (7.2) and (7.3) as r ↓ 0, by continuity, it is immediate to see that θ?r → θ?e
and x?r → x?e, consistently to our general result presented in Theorem 5.2. This is also illustrated
in Figures 2 and 3 where it is plotted the convergence, with respect to r, of x?r to x?e, and of ρ?r
to ρ?e, respectively. We see that x?r increases as r decreases; i.e. a lower discount rate makes the
representative company invest earlier. On the other hand, the larger r is, the larger is ρ?r since the
equilibrium population’s productivity is distributed over a bigger interval.

7.3. Sensitivity analysis of mean field equilibria. In this section, we study the sensitivity of
the mean-field solutions with respect to key model parameters, namely drift coefficient δ, volatility
coefficient σ, and elasticity β. The default choices of these parameters are set to be δdefault = 2,
σdefault = 1 and βdefault = 0.6.
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Figure 2. Abelian limit: Convergence of x?r towards x?e.

Figure 3. Abelian limit: Convergence of ρ?r towards ρ?e.

7.3.1. Drift coefficient δ. The productivity decreases exponentially (in expectation) at rate δ. The

decision then depends on the trade-off between the running payoff ρxβt , with ρ := θ−(1+β), and the
instantaneous cost of intervention dνt. If no intervention occurs during the time interval [t, t+ ∆t],
then the running payoff at t+ ∆t is given by

ρxβt exp

{
(−βδ − σ2

2
β(1− β))∆t

}
exp

{
βσ(Wt+∆t −Wt)−

β2σ2

2
∆t

}
,

where −βδ − σ2

2 β(1 − β) is the expected growth rate. The larger δ gets, the larger the rate of
depreciation of productivity. As shown in Figure 5a, as larger as δ gets, indicating a decreasing
productivity, the equilibrium price ρ? increases. Higher price index then leads to higher tolerance of
a low individual production level, as shown in Figure 4a. Similar trends in ρ∗r and x∗r as δ varies can
be observed for the discounted mean field game as shown in Figures 5b and 4b.

7.3.2. Volatility coefficient σ. The volatility coefficient σ measures the fluctuations in the productiv-
ity level. Due to the relation between equilibrium price ρ? and the limiting productivity level X∞
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(a) Ergodic MFG: x?e vs. δ (b) Discounted MFG with r = 0.5: x?r vs. δ

Figure 4. Sensitivity of reflection boundaries with respect to δ

(a) Ergodic MFG: ρ?e vs. δ (b) Discounted MFG with r = 0.5: ρ?r vs. δ

Figure 5. Sensitivity of ρ? with respect to δ

given by (7.5), we can see that higher volatility leads to a higher equilibrium price ρ?, as shown in
Figure 7a. Meanwhile, players may take advantage of a higher volatility by postponing their inter-
ventions; therefore, “the value of waiting” increases and as a consequence on can observe a decease
in the reflection boundary as σ increases in Figure 6a. Similar trends in ρ?r and x?r as σ varies can
be observed for the discounted mean field game as shown in Figures 7b and 6b.

7.3.3. Elasticity β. The parameter β provides the elasticity of the payoff with respect to the produc-
tivity. The equilibrium price ρ? inversely depends on β, showing a decrease as β increases in Figure
9a. On the other hand, the more sensitive the profit becomes with respect to product, the more
willing the players would like to keep their productivity at a high level. Therefore, as β increases,
the reflecting boundary also increases, as shown in Figure 8a. Similar trends in ρ?r and x?r as β varies
can be observed for the discounted mean field game as shown in Figures 9b and 8b.

8. Conclusions

In this paper we have considered stationary mean field games in which a representative player can
exert a singular control in order to instantaneously increase the level of an underlying Itô-diffusion
process. The considered class of problems well models a mean field version of a symmetric dynamic
game of productivity expansion, in which each company interacts with the opponents through its
profit, which depends in a decreasing way on a weighted average of the asymptotic productivities.
This is possible since the continuum of firms are affected by idiosyncratic shocks and it is assumed
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(a) Ergodic MFG: x?e vs. σ (b) Discounted MFG with r = 0.5: x?r vs. σ

Figure 6. Sensitivity of the reflection boundaries with respect to σ

(a) Ergodic MFG: ρ?e vs. σ (b) Discounted MFG with r = 0.5: ρ?r vs. σ

Figure 7. Sensitivity of ρ? with respect to σ

(a) Ergodic MFG: x?e vs. β (b) Discounted MFG with r = 0.5: x?r vs. β

Figure 8. Sensitivity of the reflection boundaries with respect to β

that a form of the Law of Large Numbers is valid. In this sense, our games encompass what pointed
out by A.K. Dixit and R.S. Pindyck (cf. p. 271 in Dixit and Pindyck (1994)): “At the industry
level, the shocks and responses of firms can aggregate into long-run stationary conditions, so that the
industry output and price are nonrandom. However, the equilibrium level of these variables is affected
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(a) Ergodic MFG: ρ?e vs. β (b) Discounted MFG with r = 0.5: ρ?r vs. β

Figure 9. Sensitivity of ρ? with respect to β

by the parameters of firm-specific uncertainty”. We propose r-discounted and ergodic versions of the
game. Under appropriate requirements on the data, we show existence and uniqueness of equilibria
of barrier type, and, for the first time in the related literature, we connect the equilibria of the two
classes of games as the discount rate r vanishes (Abelian limit). Such a link allows us also to shed
light on a class of strategic ergodic models that has not yet been investigated, and that can find
natural applications in sustainable development and management of public goods. As a matter of
fact, we prove that, as N is large and r is small, the mean field equilibrium of the r-discounted
problem approximates a Nash equilibrium for an N -player game in which each exchangeable agent
can play singular actions and aims at optimizing an expected ergodic net profit functional.

There are several directions towards which the present work can be generalized. For example,
it would be interesting to investigate analogous results when the representative agent reacts to the
current distribution of the population (rather than to the stationary one), and then to study the
transition dynamics of the equilibrium. Further, a multi-dimensional underlying state process could
be considered in order understand the role of different sources of uncertainty in the mean field
equilibrium. These and other generalizations are left for future research.

9. Appendices

9.1. Proof of Theorem 4.2. The proof is organized in two steps.

Step 1. For any fixed θ ∈ R+, here we solve the problem

(9.1) V (x, θ; r) := sup
ν∈Ad

Ex

[ ∫ ∞
0

e−rsπ(Xν
s , θ)ds−

∫ ∞
0

e−rsdνs

]
.

We shall see that an optimal control for (9.1) is such that to keep (with minimal effort) the state
process above a trigger x?(θ). Although the arguments of this step are somehow classical (see, e.g.,
Jack et al. (2008)) we sketch here their main ideas for the sake of completeness. In the following, in
order to simplify exposition, we do not explicitly stress the dependency on r, unless strictly necessary.

Motivated by the intuition that a costly investment should be made only when the productivity
is sufficiently low, for any x ∈ R+ we define the candidate value

(9.2) v(x, θ) :=

{
Aφr(x) + v(x, θ), x > x?(θ),

(x− x?(θ)) + v(x?(θ), θ), x ≤ x?(θ),

for constants A and x?(θ) to be found, and with

v(x, θ) := Ex

[ ∫ ∞
0

e−rsπ(Xs, θ)ds

]
,
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which is finite due to (i) and (ii) of Assumption 4.1.
In order to determine A and x?(θ) we impose that v(·, θ) belongs to C2(R+), from which we obtain

that

(9.3) A = −vxx(x?(θ), θ)

φ′′r(x
?(θ))

and

vx(x?(θ), θ)φ′′r(x
?(θ))− vxx(x?(θ), θ)φ′r(x

?(θ)) = φ′′r(x
?(θ)).

Now, using that φ′r(x) = −φ̂r(x) and dividing both members of the latter by Ŝ′(x?(θ)) we obtain

(9.4)
vxx(x?(θ), θ)φ̂r(x

?(θ))− vx(x?(θ), θ)φ̂′r(x
?(θ))

Ŝ′(x?(θ))
= − φ̂

′
r(x

?(θ))

Ŝ′(x?(θ))
.

Notice now that for any function h ∈ C2(R+), standard differentiation, and the fact that L
X̂
Ŝ = 0

and (L
X̂
− (r − b′))g = 0 for g ∈ {ψ̂, φ̂}, yield

(9.5)
d

dx

[
h′(x)

Ŝ′(x)
φ̂r(x)− φ̂′r(x)

Ŝ′(x)
h(x)

]
= φ̂r(x)m̂′(x)

(
L
X̂
− (r − b′(x))

)
h(x).

This last relation applied to the left-hand side of (9.4) with h = vx, and to the right-hand side of
(9.4) with h = 1 gives

(9.6) −
∫ ∞
x?(θ)

φ̂r(y)m̂′(y)(L
X̂
− (r − b′(y)))vx(y, θ)dy =

∫ ∞
x?(θ)

φ̂r(y)(r − b′(y))m̂′(y)dy.

Using now that (L
X̂
− (r − b′(y)))vx(y, θ) = −πx(y, θ) we obtain from (9.6) an integral equation for

x?(θ):

(9.7) K(x?(θ), θ) = 0, where K(x, θ) :=

∫ ∞
x

φ̂r(y)
(
πx(y, θ)− r + b′(y)

)
m̂′(y)dy.

Due to Assumption 3.3 it is easy to see that K(x̂r(θ), θ) < 0. Moreover,

(9.8) Kx(x, θ) = −φ̂r(x)
(
πx(x, θ)− r + b′(x)

)
m̂′(x)

{
≥ 0, x ≥ x̂r(θ)
< 0, x < x̂r(θ).

Also, for any x < x̂r(θ) − ε := x̂ε(θ), for suitable ε > 0, and for z ∈ (x, x̂ε(θ)), by the integral
mean-value theorem we find

K(x, θ) =

∫ x̂ε(θ)

x
φ̂r(y)

(
πx(y, θ)− r + b′(y)

)
m̂′(y)dy +K(x̂ε(θ), θ)

=
πx(z, θ)− r + b′(z)

r − b′(z)

( φ̂′r(x̂ε(θ))
Ŝ′(x̂ε(θ))

− φ̂′r(x)

Ŝ′(x)

)
+K(x̂ε(θ), θ),

where (2.15) have been used in the last step. Using now that πx(z, θ)−r+b′(z) > 0 by Assumption 3.3,
that r− b′(z) ≥ 2c > 0, and (2.14) we see that that limx↓0K(x, θ) =∞. The previous considerations
thus lead to the existence of a unique x?(θ) ∈ (0, x̂r(θ)) solving (9.7). For later use, we stress that

(9.9) Kx(x?(θ), θ) < 0.

It can then be checked that v(x, θ) as in (9.2) is a C2-solution to the HJB equation

(9.10) min
{

(LX − r)u(x, θ) + π(x, θ), 1− ux(x, θ)
}

= 0.

In turn, this allows to show, via a classical verification theorem, that v(x, θ) = V (x, θ) and that the
control ν?(θ) such that

(9.11) X
x,ν?(θ)
t ≥ x?(θ) and ν?t (θ) =

∫ t

0
1{Xx,ν?(θ)

s ≤x?(θ)}dν
?
s (θ), ∀t ≥ 0 P− a.s.,
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belongs to Ad and is optimal. As a matter of fact, since the free boundary x?(θ) is a constant, the
latter control rule exists by classical results on the Skorokhod reflection problem (cf. Chapter 6 in
Harrison (2013) and Chapter 3.6 in Karatzas and Shreve (1998))

Step 2. Since the control ν?(θ) reflects upward the process Xx,ν?(θ) at x?(θ), the optimally con-

trolled process Xx,ν?(θ) is positively recurrent and its stationary distribution is such that (cf. Section
12 of Chapter II in Borodin and Salminen (2015))

P
X
x,ν?(θ)
∞

(dx) =
m′(x)1[x?(θ),∞)(x)∫∞

x?(θ)m
′(y)dy

dx.

Indeed, by Assumption 2.2 we have

(9.12)

∫ ∞
x?(θ)

m′(y)dy <∞.

It thus follows from (9.12) that the consistency equation (i.e., (2) in Definition 3.1) reads

θ = F

(∫ ∞
x?(θ)

f(y)P
X
x,ν?(θ)
∞

(dy)

)
= F

(∫∞
x?(θ) f(y)m′(y)dy∫∞
x?(θ)m

′(y)dy

)
;

that is,

(9.13) Q(θ) :=

∫ ∞
x?(θ)

(f(y)− F−1(θ))m′(y)dy = 0.

We now show that (9.13) admits a unique solution θ? so that (ν?, θ?) := (ν?(θ?), θ?) is the mean
field equilibrium for the discounted stationary MFG.

Recall the definition of x?(θ) and K in (9.7). Since K ∈ C1(R2
+) due to π-(iv) in Assumption

3.3, by the implicit function theorem we find that θ 7→ x?(θ) is continuously differentiable and has
derivative

(9.14)
d

dθ
x?(θ) = −Kθ(x

?(θ), θ)

Kx(x?(θ), θ)
< 0,

where the last inequality follows from (9.9) and from the fact that θ 7→ πx(x, θ) is strictly decreasing,
by Assumption 3.3.

We thus have that Q as in (9.13) is continuously differentiable with derivative

(9.15)
d

dθ
Q(θ) = −(f(x?(θ))− F−1(θ))m′(x?(θ))

d

dθ
x?(θ)− 1

F ′(F−1(θ))

∫ ∞
x?(θ)

m′(y)dy.

Let now θ̂ be the unique solution to f(x?(θ))−F−1(θ) = 0. Such a value indeed exists. To see this
notice that f ◦x? is strictly decreasing and continuous. Moreover, by using π-(iii) of Assumption 3.3
it can be shown that x?(θ) → +∞ as θ ↓ 0 and x?(θ) → 0 as θ ↑ ∞, which, by (ii) of Assumption
3.3, in turn gives

lim
θ↓0

f(x?(θ))− F−1(θ) =∞ and lim
θ↑∞

f(x?(θ))− F−1(θ) = −∞.

Then Q(θ̂) > 0 and d
dθQ(θ) < 0 for any θ ≥ θ̂. Moreover, for any θ < θ̂,

Q(θ) ≥ (f(x?(θ))− F−1(θ))

∫ ∞
x?(θ)

m′(y)dy > (f(x?(θ̂))− F−1(θ̂))

∫ ∞
x?(θ̂)

m′(y)dy = 0,

where the strictly decreasing property of f ◦ x? has been used. Finally, for any θ > θo > θ̂ we see
that

d

dθ
Q(θ) < − 1

F ′(F−1(θ))

∫ ∞
x?(θo)

m′(y)dy,
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where we have used that x?(·) is decreasing. Hence,

Q(θ)−Q(θo) < −
(∫ θ

θo

1

F ′(F−1(z))
dz

)∫ ∞
x?(θo)

m′(y)dy = −(F−1(θ)− F−1(θ0))

∫ ∞
x?(θo)

m′(y)dy,

and, taking limits as θ ↑ ∞ in the latter, and using that F−1(θ)→∞, we obtain Q(θ)→ −∞.

All the previous properties of Q imply that there exists a unique θ? > θ̂ solving the consistency
equation (9.13). Therefore, stressing now the dependency of the involved quantities with respect to
r, and setting (x?r , θ

?
r) := (x?(θ?), θ?) and ν?,r := ν?(θ?r), we conclude that (ν?,r, θ?r) is the unique

equilibrium of the discounted stationary MFG, and that it is characterized by the couple (x?r , θ
?
r)

solving the system of equations (4.1). This completes the proof of the theorem.

9.2. Proof of Theorem 4.4. We divide the proof into two steps.

Step 1. We fix θ > 0 and we solve the control problem with ergodic profit (4.2). To this aim,
define T as the set of F-stopping times, and, recalling that b′(x) < −2c by (i) of Assumption 4.3,
consider the auxiliary optimal stopping problem

(9.16) u(x, θ) := inf
τ∈T

Ex

[ ∫ τ

0
e
∫ t
0 b
′(X̂s)dsπx(X̂t, θ)dt+ e

∫ τ
0 b′(X̂s)ds

]
.

By employing methods as in Alvarez (2001) (see in particular Theorem 5 therein), one can prove
that the value function u(·, θ) is C1(R+) with uxx(·, θ) ∈ L∞loc(R+), and that the optimal stopping

time is given by τ?(x, θ) := inf{t ≥ 0 | X̂x
t ≤ x?(θ)}, where x?(θ) uniquely solves

(9.17)

∫ ∞
x?(θ)

φ̂0(y)
(
πx(y, θ) + b′(y)

)
m̂′(y)dy = 0.

Existence of a unique solution x?(θ) to the equation (9.17) can be deduced from Assumption 4.3 as
in Step 1 of the proof of Theorem 4.2. Also, we have x?(θ) < x̂0(θ) (cf. Assumption 4.3). Moreover,
it can be shown that

(9.18)

{
L
X̂
u(x, θ) + b′(x)u(x, θ) + πx(x, θ) = 0, x > x?(θ),

u(x, θ) = 1, x ≤ x?(θ),

as well as

(9.19)

{
L
X̂
u(x, θ) + b′(x)u(x, θ) + πx(x, θ) ≥ 0, x < x?(θ),

u(x, θ) ≤ 1, x ≥ x?(θ).

Next, define the function U(·, θ) such that Ux(x, θ) = u(z, θ). By the regularity of u(·, θ), the function
U(·, θ) is C2(R+) and we observe that Ux(x, θ) = u(x, θ) ≤ 1 for each x ∈ R+. Furthermore, setting
Λ := b(x?(θ)) + π(x?(θ), θ), we find

σ2(x)

2
Uxx(x, θ) + b(x)Ux(x, θ) + π(x, θ) =

σ2(x)

2
ux(x, θ) + b(x)u(x, θ) + π(x, θ)

(9.20)

=

∫ x

x?(θ)

(σ2(z)

2
ux(z, θ) + b(z)u(z, θ) + π(z, θ)

)
z
dz

+
σ2(x?(θ))

2
ux(x?(θ), θ) + b(x?(θ))u(x?(θ), θ) + π(x, θ)

=

∫ x

x?(θ)

(
L
X̂
u(z, θ) + b′(z)u(z, θ) + πx(z, θ)

)
dz + Λ,



22 CAO, DIANETTI, AND FERRARI

where we have used (9.18) and (9.19) in the last equality. Now, if x < x?(θ), the integral in the
right-hand side of (9.20) is nonpositive, so that

σ2(x)

2
Uxx(x, θ) + b(x)Ux(x, θ) + π(x, θ) ≤ Λ.

On the other hand, if x > x?(θ), from (9.20) and (9.18) we deduce that

σ2(x)

2
Uxx(x, θ) + b(x)Ux(x, θ) + π(x, θ) = Λ.

Overall, we have shown that U(·, θ) is a C2(R+) function satisfying

LU(x, θ) + π(x, θ) ≤ Λ and Ux(x, θ) ≤ 1.

Let now ν(x?(θ)) ∈ Ae be the control that keeps the state process above the threshold x?(θ). Since U

is bounded from below as Ux(x, θ) ≥ 0 on R+, and because ν(x?(θ)) increases only when Xν(x?(θ)) ≥
x?(θ), a verification theorem shows that λ?(θ) = Λ = b(x?(θ)) + π

(
x?(θ), θ

)
, and that the process

ν(x?(θ)) is optimal.

Step 2. Given x?(θ) as in Step 1, we impose the consistency condition on θ; that is, we look for θ?

such that ∫ ∞
x?(θ?)

(f(y)− F−1(θ?))m′(y)dy = 0.

As in Step 2 in the proof of Theorem 4.2, we can show that such a θ? exists and it is in fact unique.
Therefore, setting (x?e, θ

?
e) := (x?(θ?), θ?) and ν?,e := ν(x?e) we conclude that (ν?,e, θ?e) is the unique

equilibrium of the ergodic MFG problem. Moreover, such equilibrium is characterized by the couple
(x?e, θ

?
e) uniquely solving (4.3), and the value at equilibrium is given by b(x?e) + π(x?e, θ

?
e). This

completes the proof of the theorem.

9.3. Proof of Lemma 5.1. We prove only the continuity of K̂, the continuity of Ĝ being obvious.
Fix (x, θ, r) ∈ R2

+ × (−c, 1), and a sequence (xn, θn, rn)n∈N converging to (x, θ, r). Without loss of
generality, we can assume that a := x/2 < xn < 2x and that θ/2 < θn < 2θ for each n ∈ N. Also,

since the functions φ̂r are defined up to a positive multiplicative factor, we can assume that φ̂r(a) = 1

for each r ∈ (−c, 1). Hence, for 0 < a < y, defining τya := inf{t ≥ 0 : X̂y
t ≤ a}, we have (cf. Chapter

II in Borodin and Salminen (2015))

(9.21) φ̂r(y) =
φ̂r(y)

φ̂r(a)
= E

[
exp

(∫ τya

0
(b′(X̂y

s )− r)ds
)]
.

Therefore, for each 0 < a < y and −c ≤ r < r̄ < 1, one has

φ̂r̄(y) = E

[
exp

(∫ τya

0
(b′(X̂y

s )− r̄)ds
)]
≤ E

[
exp

(∫ τya

0
(b′(X̂y

s )− r)ds
)]

= φ̂r(y),

so that

(9.22) φ̂1(y) ≤ φ̂r(y) ≤ φ̂−c(y), y > a, r ∈ (−c, 1).

We next prove that φ̂rn(xn)→ φ̂r(x) as n→∞. In order to do so, set

αn :=

∫ τx
n

a

0
(b′(X̂xn

s )− rn)ds and α :=

∫ τxa

0
(b′(X̂x

s )− r)ds,

and observe that Xxn
s → Xx

s P⊗ ds-a.e. and that τx
n

a → τxa P-a.s., as n→∞. Hence,

1(0,τxna )(s)(b
′(X̂xn

s )− rn)→ 1(0,τxa )(s)(b
′(X̂x

s )− r), P⊗ ds-a.s., as n→∞.
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This, thanks to the Liptschitz continuity of b, allows to invoke the dominated convergence theorem
in order to deduce that

(9.23) αn → α, P-a.s., as n→∞.

From (9.23) and (9.21), using that b′(Xxn
s )− rn < −c for each n ∈ N, we can employ the dominated

convergence theorem once more in order to conclude that

(9.24) φ̂rn(xn) = E[exp(αn)]→ φ̂r(x) = E[exp(αn)], as n→∞.

In the same way, we can prove that

(9.25) φ̂rn(y)→ φ̂r(y), for each y > a, as n→∞.

Next, from (9.24) and (9.25), we have

(9.26) 1(xn,∞)(y)
φ̂rn(y)

φ̂rn(xn)
Π(y, θn, rn)→ 1(x,∞)(y)

φ̂r(y)

φ̂r(x)
Π(y, θ, r), for each y > a, as n→∞.

Moreover, thanks to (9.22), we have the estimate∣∣∣∣1(xn,∞)(y)
φ̂rn(y)

φ̂rn(xn)
Π(y, θn, rn)

∣∣∣∣ ≤ 1(a,∞)(y)
φ̂−c(y)

φ̂1(2x)
Π(y, θ/2,−c) ∈ L1(R), for each n ∈ N.

This, together with (9.26), allows to invoke the dominated convergence theorem and obtain that

K̂(xn, θn; rn) =

∫ ∞
xn

φ̂rn(y)

φ̂rn(xn)
Π(y, θn, rn)dy → K̂(x, θ; r) =

∫ ∞
x

φ̂r(y)

φ̂r(x)
Π(y, θ, r)dy, as n→∞,

thus providing the claimed continuity of K̂.

9.4. Proof of Theorem 5.2. We divide the proof in two steps.

Step 1. In this step we prove the first of the two claimed limits. This is done via a suitable
application of the implicit function theorem on the function Φ (cf. (5.1)), that defines the system of
equations characterizing the MFG equilibria.

For convenience of notation, set (x?0, θ
?
0) := (x?e, θ

?
e). Thanks to Lemma 5.1, the map Φ is continuous

and, by Theorem 4.4, we have Φ(x?0, θ
?
0; 0) = 0. By invoking Theorem 1.1 in Kumagai (1980),

the function r 7→ (x?r , θ
?
r) is continuous in a neighborhood (−δ, δ) of 0 if and only if there exists

neighborhoods (−ε, ε) ⊂ (−c, 1) and B ⊂ R2
+ of 0 and of (x?0, θ

?
0) respectively, such that the map

Φ(·, ·; r) : B → R2 is locally injective for each r ∈ (−ε, ε). Therefore, we only need to prove local
injectivity of the map Φ(·, ·; r), and, in order to accomplish that, we will employ the local inversion
theorem. In particular, by observing that, for each r ∈ (−c, 1), we have Φ(·, ·; r) ∈ C1(R2

+), it
is enough to show that detJΦ(x?0, θ

?
0; 0) 6= 0 and that detJΦ is continuous in a neighborhood of

(x?0, θ
?
0; 0), where detJΦ denotes the determinant of the Jacobian matrix of Φ in the variable (x, θ).

We begin by computing the partial derivatives of K̂:

∂xK̂(x, θ; r) = −Π(x, θ; r)− K̂(x, θ; r)
φ̂′r(x)

φ̂r(x)

= −Π(x, θ; r) + K̂(x, θ; r)Ŝ′(x)

∫ ∞
x

φ̂r(y)

φ̂r(x)
(r − b′(y))m̂′(y)dy,

where, in the second equality, we have used (2.15). In particular, by repeating arguments similar to

those in the proof of Lemma 5.1, one can show that ∂xK̂(x, θ; r) is continuous in (x, θ, r). Also, by
Theorem 4.4, we have K(x?0, θ

?
0; 0) = 0, so that

(9.27) ∂xK̂(x?0, θ
?
0; 0) = −Π(x?0, θ

?
0; 0) < 0,
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where the latter inequality follows from the fact that, arguing as in the proof of Theorem 4.2, one
has

(9.28) πx(x?0, θ
?
0) + b′(x?0) > 0 and f(x?0)− F−1(θ?0) < 0.

Next, thanks to π-(iv) in Assumption 3.3, we find

∂θK̂(x, θ; r) =

∫ ∞
x

φ̂r(y)

φ̂r(x)

(
πxθ(y, θ)− (r − b′(y)

)
m̂′(y)dy,

which, through arguments similar to those in the proof of Lemma 5.1, can be shown to be continuous
in (x, θ, r). Moreover, since πxθ ≤ 0 and b′ − r < 0, we have

(9.29) ∂θK̂(x?0, θ
?
0; 0) < 0.

Finally, the function Ĝ clearly belongs to C1(R2
+). Moreover,

(9.30) ∂θĜ(x?0, θ
?
0) = − 1

F ′(F−1(θ?0))

∫ ∞
x?0

m′(y)dy < 0,

and by (9.28) we have

(9.31) ∂xĜ(x?0, θ
?
0) = −(f(x?0)− F−1(θ?0))m′(x?0) > 0.

Therefore, by employing (9.27), (9.29), (9.30) and (9.31), and using the continuity of detJΦ, we
find neighborhoods (−ε, ε) and B of 0 and (x?0, θ

?
0) such that

detJΦ(x, θ; r) =
[
∂xK̂ ∂θĜ− ∂θK̂ ∂xĜ

]
(x, θ; r) > 0, for each (x, θ) ∈ B and each r ∈ (−ε, ε).

By the latter inequality we can then invoke the local inversion theorem in order to deduce that, for
each r ∈ (−ε, ε), the function Φ(·, ·; r) : B → R2 is locally invertible. Therefore, by Theorem 1.1 in
Kumagai (1980), the map r → (x?r , θ

?
r) is continuous in (−ε, ε).

Step 2. With regard to Theorem 4.2 and its proof, we have that

rV (x, θ?r ; r) = rV (x?r , θ
?
r ; r) + r(x− x?r), x ≤ x?r .

Since V (·, θ; r) ∈ C2(R+), by using the fact that (LX − r)V (x, θ?r ; r) + π(x, θ?r) = 0 for x ≥ x?r , we
find that

rV (x?r , θ
?
r ; r) = b(x?r) + π(x?r , θ

?
r).

Therefore, for x ∈ R+ we can write

(9.32) rV (x, θ?r ; r) = r

∫ x

x?r

Vx(z, θ?r ; r)dz + rV (x?r , θ
?
r ; r) = r

∫ x

x?r

Vx(z, θ?r ; r)dz + b(x?r) + π(x?r , θ
?
r).

Moreover, we have Vx(·, θ?r ; r) ≥ 0 for each r > 0. Indeed, for z ≤ z̄ and any control ν ∈ Ad, by
a comparison theorem (see, e.g., Theorem 54 at p. 324 in Protter (2005)) we have Xz;ν

t ≤ X z̄;ν
t for

each t ≥ 0, P-a.s. This, together with the monotonicity of π(·, θ?r), implies that

V (z, θ?r ; r) = sup
ν∈Ad

J(z, ν, θ?r ; r) ≤ sup
ν∈Ad

J(z̄, ν, θ?r ; r) = V (z̄, θ?r ; r),

so that Vx(·, θ?r ; r) ≥ 0 for each r > 0. Also, since V (·, θ?r ; r) solves the equation (9.10) in the proof
of Theorem 4.2, we have Vx(·, θ?r ; r) ≤ 1 for each r > 0, which allows to conclude that

0 ≤ Vx(·, θ?r ; r) ≤ 1, for each r > 0.

The latter, together with the limits proved in Step 1, allows to use the dominated convergence
theorem to take limits as r ↓ 0 in (9.32), and to conclude that

lim
r↓0

rV (x, θ?r ; r) = lim
r↓0

(
b(x?r) + π(x?r , θ

?
r)
)

= b(x?e) + π(x?e, θ
?
e) = λ?(θ?e),

where the last equality follows from Theorem 4.4. This completes the proof of the theorem.
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9.5. Proof of Lemma 6.4. We prove only the first estimate, the proof of the second being analogous.

Let i ∈ {1, . . . , N} be given and fixed. Recall the definition of xb,σ, set L̂ := max{B̂, xb,σ}, and let

ν ∈ Ae(B̂). Let then (τ ik, τ̄
i
k)k≥1 be a sequence of stopping times such that 0 ≤ τ i1 ≤ τ̄ i1 ≤ τ i2 ≤ τ̄ i2 ≤

. . . , P-a.s., and such that {Xi,ν ≥ L̂} =
⋃
k≥1[τ ik, τ̄

i
k].

By employing Itô’s rule on the process {|Xi,ν
t |2}t∈[τ ik,τ̄

i
k], we obtain

|Xi,ν
t |2 = |Xi,ν

τ ik
|2 +

∫ t

τ ik

(
2Xi,ν

s b(Xi,ν
s ) + σ2(Xi,ν

s )
)
ds+

∫ t

τ ik

2Xi,ν
s σ(Xi,ν

s )dWs

≤ |Xi,ν

τ ik
|2 +

∫ t

τ ik

2Xi,ν
s σ(Xi,ν

s )dWs.

Therefore,∫ T

0
E[|Xi,ν

t |2]dt =

∫ T

0
E
[
|Xi,ν

t |21{Xi,ν
t ≤L̂}

+ |Xi,ν
t |21{Xi,ν

t ≥L̂}

]
dt

≤ L̂2T +
∑
k≥1

∫ T

0
E

[
1(τ ik,τ̄

i
k)(t)

(
|Xi,ν

τ ik
|2 +

∫ t

τ ik

2Xi,ν
s σ(Xi,ν

s )dWs

)]
dt

≤ (2L̂2 + E[|ξi|2])T.(9.33)

In the last inequality above we have used that the expectation of the stochastic integral vanishes and

that, because ν ∈ Ae(B̂), one has either Xi,ν

τ ik
= ξi if τ ik = 0 or Xi,ν

τ ik
= L̂ if τ ik > 0.

Since the right-hand side of (9.33) does not depend on the choice of ν ∈ Ae(B̂), the claim is then
easily obtained.

9.6. Proof of Theorem 6.5. We will prove only Claims 1 and 2, as the proof of Claims 3 and 4
follows similar arguments.

Proof of Claim 1. For ν ∈ Ae(B̂), set

RN (ν) := Gi(ν, ν̄−i,e)−G(ν, θ?e).

By Theorem 4.4, the control policy ν̄i,e is optimal for the MFG problem with ergodic cost. Hence

(9.34) Gi(ν̄i,e, ν̄−i,e) ≥ Gi(ν, ν̄−i,e) +RN (ν̄i,e)−RN (ν), ν ∈ Ae(B̂).

Therefore, since ν̄i,e ∈ Ae(B̂) by definition of B̂, we only need to show that |RN (ν)| → 0 as N →∞,

uniformly for ν ∈ Ae(B̂). In order to do so, we first observe that

(9.35) |RN (ν)| ≤ lim sup
T→∞

∣∣∣∣ 1

T
E

[∫ T

0
π(Xi,ν

t , θi,Ne )dt

]
− 1

T
E

[∫ T

0
π(Xi,ν

t , θ?e)dt

]∣∣∣∣ .
Next, using that θi,Ne ≥ F (f(x?e)), we have by Assumption 6.3

sup
ν∈Ae(B̂)

lim sup
T→∞

E

[∫ T

0

1

T

∣∣∣π(Xi,ν
t , θi,Ne )− π(Xi,ν

t , θ?e)
∣∣∣ dt](9.36)

≤ sup
ν∈Ae(B̂)

lim sup
T→∞

E

[∫ T

0

1

T
C(1 + |Xi,ν

t |)
∣∣θi,Ne − θ?e

∣∣ dt]

≤ E
[∣∣θi,Ne − θ?e

∣∣2] 1
2

sup
ν∈Ae(B̂)

lim sup
T→∞

E

[(
1

T

∫ T

0
C(1 + |Xi,ν

t |)dt
)2
] 1

2

≤ C̄ E
[∣∣θi,Ne − θ?e

∣∣2] 1
2
,
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for a constant C̄ < ∞ (depending on the initial conditions, but not on ν ∈ Ae), and where the last
inequality follows from Jensen’s inequality and from Lemma 6.4.

For z > 0, set m′z(x) := m′(x)1[z,∞)(x)/
∫∞
z m′(y)dy. Exploiting the estimates from Lemma 6.4

and using results from the ergodic theory (see, e.g., p. 37 in Borodin and Salminen (2015)), we find

E
[∣∣θi,Ne − θ?e

∣∣2] = E

[∣∣∣∣ lim
t→∞

1

t

∫ t

0
F
( 1

N − 1

∑
j 6=i

f(Xj,ν̄j,e

s )
)
ds− θ?e

∣∣∣∣2]

=

∣∣∣∣ ∫
RN−1

F
( 1

N − 1

∑
j 6=i

f(xj)
)∏
j 6=i

m′x?e (x
j)dxj − θ?e

∣∣∣∣2.
Thanks to the assumption of local Lipschitz continuity of F and the estimates from Lemma 6.4, we
can then employ a suitable version of Hewitt and Savage’s theorem (see Corollary 5.13 in Cardaliaguet
(2010)) and obtain

lim
N→∞

E
[∣∣θi,Ne − θ?e

∣∣2] =

∣∣∣∣F(∫
R+

f(z)m′x?e (z)dz
)
− θ?e

∣∣∣∣2 = 0.

The latter, together with (9.36) and (9.35), gives |RN (ν)| → 0 as N →∞, uniformly over ν ∈ Ae(B̂).
Hence, from (9.34) and (6.8), we conclude the proof of Claim 1.

Proof of Claim 2. Following an argument similar to the one adopted in the previous step, we use
Theorem 5.2 and the optimality of ν̄i,e for the MFG problem with ergodic cost in order to obtain for

any ν ∈ Ad(B̂) that

Gi(ν̄i,r, ν̄−i,r) ≥ Gi(ν, ν̄−i,r) +G(ν, θ?e)−Gi(ν, ν̄−i,r) +Gi(ν̄i,r, ν̄−i,r)−G(ν̄i,r, θ?r)(9.37)

+G(ν̄i,r, θ?r)−G(ν̄i,e, θ?r) +G(ν̄i,e, θ?r)−G(ν̄i,e, θ?e)

= Gi(ν, ν̄−i,r) +G(ν̄i,r, θ?r)−G(ν̄i,e, θ?r) + εN,r,

with εN,r vanishing as N → ∞ and r → 0. Hence, it only remains to show that G(ν̄i,r, θ?r) −
G(ν̄i,e, θ?r) → 0 as r → 0. For z > 0, set again m′z(x) := m′(x)1[z,∞)(x)/

∫∞
z m′(y)dy. By the

ergodic theory (see, e.g., p. 37 in Borodin and Salminen (2015)) and estimates from Lemma 6.4 , for
q ∈ {d, e}, we have

(9.38) lim
T→∞

1

T
E

[∫ T

0
π(Xi,ν̄i,q

t , θ?r)dt

]
=

∫ ∞
x?q

π (x, θ?r)m
′
x?q

(x)dx.

Also, as in the proof of Lemma 6.4, one can prove that E[Xi,ν̄i,q

T ] ≤ 2L̂+ E[ξi], and we obtain

(9.39) lim
T→∞

1

T
E[ν̄i,qT ] = lim

T→∞

1

T
E

[
Xi,ν̄i,q

T − ξi −
∫ T

0
b(Xi,ν̄i,q

s )ds

]
= −

∫ ∞
x?q

b(x)m′x?q (x)dx.

By the convergence in Theorem 5.2, using (9.38) and (9.39), we conclude that G(ν̄i,r, θ?r) −
G(ν̄i,e, θ?r)→ 0 as r → 0, thus completing the proof of Claim 2.
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