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Catching up and Falling behind:
Cross-Country Evidence on the Impact
of the EU ETS on Firm Productivity

Abstract

This paper assesses the potential impact of the European Union Emissions Trading System (EU ETS) on
firm productivity. We estimate a stylized version of the neo-Schumpeterian model, which incorporates
innovation and productivity catch-up as two potential sources of firm’s productivity growth, while at
the same time accounting for persistent productivity dispersion within industries. This dynamic model
allows us to differentiate the potential effects of the EU ETS on total factor productivity (TFP) depending
on the level of firms’ technological advancement. The identification approach is based on a difference-
in-difference approach exploiting the incomplete participation requirements of the EU ETS and the rich
panel structure of firm-level data for eight EU countries from 2002 to 2012. We find evidence that the
policy effects on TFP are highly heterogeneous and depend on the distance to the technological frontier,
measured as the highest TFP in each year-industry. Productivity effects are positive for firms that are
close to the frontier, but they turn negative for firms operating far behind the frontier.
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1 Introduction

In 2005, the EU Emissions Trading System (EU ETS) was implemented as the world’s largest
carbon market and became the EU’s flagship tool to combat climate change. This event
marked a remarkable tightening of environmental regulation as firms in European energy
and manufacturing industries faced a cap on their total amount of greenhouse gas emis-
sions. Unsurprisingly, the potential economic impacts of the EU ETS have been a major
issue of debate among economists, policymakers and industry representatives and play a
key role in policy design since its inception.

Ambitious environmental regulation can undeniably alter decisions on production, fac-
tor allocation, investment and innovation processes and thus affect economic performance.
Two broad views are prevalent in assessments of firm performance in the context of envi-
ronmental policy (Ambec et al. 2013; Dechezleprétre and Sato 2017). Conventional wisdom
suggests that the policy primarily requires firms to relocate resources from traditional uses
towards emissions abatement, which ultimately slows down productivity growth and di-
minishes their ability to compete in international markets (Jaffe et al. 1995). The second line
of thought commonly referred to as the Porter Hypothesis (PH, Porter and van der Linde,
Claas 1995), states that the regulation creates incentives for innovation spurring productiv-
ity growth and improving the performance of regulated companies (strong version of PH).
Such gains are claimed to be more likely under market-based policies since they provide
more flexibility for firms to adopt to changes in the policy environment (narrow version of
PH, Jaffe and Palmer 1997).

Our study seeks to contribute to this discussion by estimating the incidence of policy-
induced productivity growth stemming from the EU ETS, the grand experiment in market-
based climate policy. We focus on total factor productivity (TFP), i.e. the efficiency with
which firms turn inputs into outputs, as a summary estimate of the costs and benefits borne
by firms (a la Greenstone et al. 2012 for the US). TFP provides us with a clear interpretation
to properly assess the economic impacts of European carbon policy: it directly reflects ef-
ticiency changes due to factor reallocation (conventional wisdom) as well as effects of new
technologies or innovations (Porter Hypothesis).

We apply a neo-Schumpeterian frameworks (Aghion and Howitt 2006) that characterizes
TFP growth in transition to a long-run equilibrium level of TFP relative to technological
leaders — the frontier (Griffith et al. 2004; Griffith et al. 2009). We model productivity growth

for a follower as a positive function of the growth at the frontier (technological pass-through)



and the gap between the frontier and the productivity level of the follower (technological
catch-up).

Our identification approach exploits the incomplete participation requirements of the
EU ETS. It builds on a difference-in-differences approach and the rich panel structure of
tirm-level data for 8 EU countries from 2002 to 2012. We use the ORBIS firm database from
Bureau van Dijk (BvD) and put particular emphasis on neglected challenges in constructing
an international dataset that is suitable for a consistent cross-country analysis of productiv-
ity in the context of the EU ETS. First, we highlight the importance of cleaning the ORBIS
data, verifying its internal consistency and correcting for any remaining biases that may af-
fect productivity estimations. Second, we ensure that our data is internationally comparable,
highly representative of each national economy in terms of coverage and size distribution
and exhibits little data fluctuations. Third, we employ a novel approach for production
function estimation proposed by Collard-Wexler and De Loecker (2016) that accounts for
measurement error in capital stocks, a challenge prevalent in international firm-level data,
and controls for unobserved productivity shocks.

The robust evidence we obtain corroborates our hypothesis that the effects of the EU ETS
on TFP growth are highly heterogeneous and depend on the distance to the technological
frontier, measured as the highest TFP in each year-industry. Productivity effects are positive
for firms that are close to the frontier, but they turn negative for less advanced laggard firms
and particularly so for firms operating far behind the frontier. This finding yields support to
two central paradigms in the economics of environmental regulation, i.e. the conventional
wisdom that the economic impacts of European carbon policy can entail efficiency decreases
and the view that policy can induce efficiency gains as firms benefit from innovations or
technology adoption from the market.

Related studies The contributions of our paper are manifold and broadly relate to two
different streams of literature: First, we contribute to studies that assess the impact of envi-
ronmental policies on economic performance. While evidence for the weak version of the
Porter Hypothesis, that stricter environmental regulation leads to more innovation, is fairly
established (Ambec et al. 2013), the evidence on the strong version of the Porter Hypothe-
sis, that stricter regulation enhances business performance, is inconclusive. Studies on the
industry level and the firm level have come up with mixed evidence in terms of signifi-
cance and direction of the effect on productivity growth (Cohen and Tubb 2017; Kozluk and
Zipperer 2015, Ambec et al. 2013). In a study with an approach similar to ours Albrizio



et al. (2017) use a neo-Schumpeterian productivity model and find that policy stringency
increases productivity for countries and firms operating close or on the technology frontier.
The effect becomes smaller in size and eventually insignificant or even negative for laggard
performers.

One explanation for the mixed results is grounded in important econometric and data is-
sues that we attempt to resolve with our research design (Becker 2011; Gray and Shadbegian
2001): We adequately control for heterogeneous firm behavior as well as unobserved indus-
trial trends and country-level heterogeneity — a feat most prior studies lack. Cross-country
studies have also suffered from a lack of cross-country policies and have been confined to
utilize broad indicators of environmental stringency (Albrizio et al. 2017, compliance costs
(Gray 1987; Morgenstern et al. 2002; Gray and Shadbegian 2001) or pollution intensities
(Cole and Elliott 2003; Harris et al. 2002; McConnell and Schwab 1990) which raises concerns
of endogeneity due to simultaneity, reverse causality or measurement error. We instead use
the variation in firm regulatory status created by the EU ETS to help obtain an estimate of
its potential effect on productivity growth (similar to Greenstone et al. (2012) for air quality
regulation in US manufacturing). Our study focuses on the narrow version of the PH (pro-
ductivity gains more likely under market-based policies) for which the empirical evidence
so far is particularly scarce.

Second, we contribute to the emerging literature on the economic impacts of the EU ETS
that so far has delivered mixed results for a broad range of performance indicators, such as
employment, profits, revenues, output, or investments (Abrell et al. 2011; Chan et al. 2013;
Commins et al. 2011; Petrick and Wagner 2014. The few papers that looked at TFP found
insignificant and sometimes either marginally negative or positive effects (Marin et al. 2018;
Commins et al. 2011; Loschel et al. 2019; Lutz 2016). We suggest that part of the reason for the
lack of consistent empirical results may be due to incomplete consideration of the dynamic
adjustments depicted in neo-Schumpeterian frameworks that are well-established in gen-
eral productivity literature (Griffith et al. 2004; Griffith et al. 2009) as well as the wide range
of samples and outcomes used in these studies. Our study thus contributes to existing eval-
uations of the EU ETS not only by providing a very comprehensive cross-country analysis
with TFP as a complete measure of total costs and benefits, but by accounting for dynamic
adjustments and by addressing a number of data related biases as a crucial prerequisite
for consistent cross-country productivity estimations (Ackerberg et al. 2015; Collard-Wexler

and De Loecker 2016; Gopinath et al. 2017).



2 Empirical framework

Our empirical strategy is based on a stylized version of the Neo-Schumpeterian model of
total factor productivity growth that is grounded in the theoretical models of endogenous
growth (Aghion and Howitt 2006). The key idea here is to define TFP growth in transition
to a long-run equilibrium level of TFP relative to the technology frontier. We follow Griffith
et al. (2004) and Giriffith et al. (2009)) and model productivity growth for firms lagging be-
hind the technological leader as a positive function of growth at the European technological
frontier (technological pass-through) and the gap between the frontier and the productivity
level of the follower (technological catch-up).

We also account for persistent productivity dispersion within industries, an important
stylized fact in the productivity literature (as in Griffith et al. (2009)). Driving forces behind
this persistency are differences in the access to managerial capacity and inputs, such as labor,
capital and activities related to research and development (Syverson 2011). Technologically
more advanced firms are also more likely to benefit from innovations and to adopt new
technologies and processes available in the market, whereas the opposite is true for tech-
nologically less advanced firms (Griffith et al. 2004). Our econometric model consequently
introduces a long-run relationship in which follower firms lie a steady-state distance behind
the frontier such that their rate of productivity growth including catch-up equals productiv-
ity growth at the frontier.

We adopt the view established by Bourles et al. (2012)that a policy cannot only directly
drive or curb productivity growth, but that a firm’s response to the new regulatory environ-
ment may depend on their level of technological advancement. We assume firms close to
the technological frontier to have the means to perform well or even thrive under a carbon
policy, e.g. by having access to high quality sources of labor and capital, the right manage-
ment structure or the research leadership necessary to bear not only the costs of abatement
measures but to reap the benefits from green innovation. Less advanced firms that are lag-
ging far behind the frontier, in contrast, may suffer from efficiency decreases stemming from
abatement costs due to their lower ability to adopt efficient technologies and processes avail-
able in the market.

Formally, productivity A for firm-country-industry pair ics can be modeled as an autore-

gressive distributed lag (ADL 1,1) process that is co-integrated with the productivity at the



technology frontier F (see e.g. Griffith et al. (2004) for more details). Assuming long-run

homogeneity, we can capture this process in the following form:

AFs
Aics

InAjest = 1 Aln Apge + (1 — o) In ( Ji—1 + €icst (1)

The first term is the growth of TFP at the frontier and depicts the technological pass-through.

A straightforward way of defining the global productivity frontier would be to take the
top 5% of firms in terms of productivity levels for each industry and year (Albrizio et al.
2017). However, it is important to account for the fact that the number of firms in ORBIS
grows over time, which is why we define the European (subsequently “global”) productiv-
ity frontier based on a fixed number of firms (Andrews et al. 2015): We identify the average
of the number of firms that constitute the top 5% of firms in each sector-year productivity
distribution for the period 2002-2012. Then, for each sector-year the global frontier is de-
fined as the TFP of the last firm in this top group, i.e. that is operating right at the frontier.
The second term captures the technological catch-up process and is defined as the gap to the
country-industry frontier, i.e. the difference of TFP at the frontier and at the firm productiv-
ity level in t-1. o thus denotes the degree to which a one percent increase in TFP growth
at the frontier contributes to TFP growth at the level of the individual firm. o captures by
how much percent an increase in individual firm productivity level in t-1 increases the firm
TFP level in t. (1 — a) captures the contribution of the technology gap in t-1 to current firm
productivity growth. Productivity catch-up thus occurs if the coefficient for frontier TFP
growth is a; > 0 and the coefficient for the distance to the frontier is (1 — o) > 0.

In line with Bourles et al. (2012), we adapt Equation 1 for our specific policy context in
order to obtain an estimate of the potential effect of the EU ETS on productivity growth.
More specifically, we use the variation in firm regulatory status (measured by the variable
REG;;, which is a dummy indicating if firm 7 is regulated by EU ETS at time ¢) to identify the
average effect of the EU ETS on regulated firms” productivity growth using a differences-
in-differences framework. We allow the EU ETS regulation to have a nonlinear effect by
crossing the REG;; variable with distance to frontier. We also include vectors of firm con-

trol variables z.

icst—1

(tangible fixed assets, operating revenue, age, multinational status) and



fixed effects d to account for observed and unobserved heterogeneity. The resulting specifi-

cation is as follows:

Ji—1

Ccs 1Cs
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InAjest = 01 AlnApg + (1 —ag) In (AF Ji—1 + B1REG# + B2REG; In ( F

+ 0Zjest—1 + 7d + €jest (2)

While a randomized experiment would automatically balance out important confounding
factors between regulated and not regulated firms and allow a simple comparison of means
to yield the average effect on the treated (ATET), this is not the case in our study. Given that
we are working with observational data, covariate balance between the two groups is not
necessarily the case.

Although treatment assignment under the EU ETS is not random, we can exploit the
particular regulatory features of the EU ETS. To keep implementation costs low, the system
only comprises firms that own large installations in carbon-intensive industries. Regula-
tory status is set via industry specific criteria such as capacity thresholds. For instance, a
steel plant will only be regulated by the EU ETS if its hourly production capacity lies above
2.5 tons. Importantly, productivity growth can likely be explained by factors and decisions
taken at the firm level (e.g. on technology, asset and employment structure, firm size) rather
than at the level of a specific plant. This insight introduced by Calel and Dechezleprétre
(2016) should allow us to find a suitable group of EU ETS and control firms that fall under
different regulatory regimes but are very similar in a number of important productivity de-
terminants except for installation size. At least in principle, reasonably similar firms should
then be comparable (Fowlie et al. 2012). This means that, under certain conditions, we can
establish balance in a number of important confounders and thus aim to recuperate the
conditions of a randomized experiment. In order to obtain a meaningful estimate of the
potential regulatory impact under this setup, we thus employ entropy balancing combined
with a differences-in-differences estimator.

The new third term in Equation 2 is a differences-in-differences estimator of the regula-
tory impact on productivity growth. It captures variation in TFP growth specific to EU ETS
tirms relative to non-EU ETS firms in the years after the policy was introduced (2005-2012)
relative to before (2002-2004). The fourth term measures the heterogeneous effect of the pol-
icy that depends on the distance to the technology frontier in ¢ — 1. The total effect of the EU

ETS on firm productivity growth is, thus, given by 81 + 2 1In (ﬁi : )e—1-




Entropy balancing can be considered as a generalization of the propensity score ap-
proach (Hainmueller 2012). Rather than estimating each firm’s propensity to be treated
and thus condensing covariate information into a single score, entropy balancing enables
the researcher to exploit knowledge on the covariate distribution moments. In essence, the
algorithm uses a maximum entropy reweighting scheme to assign each control observation
a weight such that the covariate moments of both groups are exactly identical, i.e. per-
fectly balanced (Hainmueller 2012; Hainmueller and Xu 2013). This approach has several
advantages over traditional balancing approaches. In particular, it provides considerably
improved covariate balance while relieving the researcher from running several iterations
until finding a specification that minimizes differences in distribution moments.

We take full advantage of these possibilities and enforce a perfect balance in all three
moments (mean, variance and skewness) for the full set of covariates that we deem poten-
tially important confounding factors: pre-policy values for productivity growth, operating
revenue, tangible fixed assets and employment for the years 2002-2004. Hence, we augment
Equation 2 with a set of balancing weights obtained from this process.

The panel structure of our data enables us to account for any remaining heterogeneity
that is not removed by the DiD term and the balancing process and thus may still confound
our estimates. We fully exploit these benefits and account for country-industry-specific char-
acteristics (such as technology or skills), country-specific trends (such as overall technical
progress or deregulation waves), and year-specific shocks that may potentially drive any
differences in TFP growth between EU ETS firms and non-ETS firms.

We also estimate specifications with a firm-specific term, which reflects heterogeneity in
innovative capabilities, in our dynamic framework. While controlling for time-constant firm
characteristics may be important in our policy context, the inclusion of both a lagged depen-
dent variable and fixed effects induces a downward bias in the estimated coefficient on the
lagged dependent variable (as first pointed out by Nickell (1981)). This creates an upward
bias in the term that measures the lagged gap to the frontier, which contains information of
firm TFP in ¢t — 1.

We therefore explore the robustness of our inferences by estimating a specification with
firm fixed effects using the Arellano-Bond estimator (also called difference GMM, Arellano
and Bond (1991)). This estimator uses the levels of additional lags of the dependent variable
as instruments for the differenced lagged dependent variable to address the simultaneity

bias.



Our main identification assumption is that no unobserved variables exist that simulta-
neously influence changes in productivity and the probability of being regulated by the EU
ETS (unconfoundedness). In our specific DiD framework it requires that in the absence of
treatment the productivity of ETS and non-ETS firms must follow the same trend, the so
called common trend assumption (Lechner 2010).

We also assume the absence of spillover effects occurring between the treated and the
control group. This is known as the stable unit treatment value assumption (SUTVA). The
third assumption is the absence of anticipation effects. Anticipating the start of the Euro-
pean carbon market pre-2005, firms may have had some incentive to either avoid or select
themselves into the regulatory policy, e.g. by down- or upsizing operations. In rebuttal, re-
cent analyses indicate that this incentive may have been limited or inexistent, e.g. due to the
uncertainty surrounding the negotiation process on policy implementation pre-2005 (aus
dem Moore et al. 2019). We investigate the plausibility of our assumptions in the robustness
section.

Standard errors are clustered on the four-digit industry level and thus explicitly allow
the error term to be correlated across time within and across firms within each four-digit sec-
tor (as in Griffith et al. (2009)). This important feature enables us to account for input-output
linkages between firms and sub-industries within the same four-digit industry cluster. As
demonstrated in Bertrand et al. (2004)), clustering performs very well in allowing for corre-

lated errors in settings with at least 50 clusters, which is the case for our data.

3 Data

We construct a novel database that is suitable for measuring TFP in a cross-country setting
and assessing the possible impact of the EU ETS. For this purpose, we bring together two
sources of raw data: Firm financial data from ORBIS and regulatory data on the EU ETS

from the European Union Transaction Log (EUTL).

3.1 Firm financial data

Our primary datasource is the ORBIS database compiled by the commercial data provider
Bureau van Dijk (BvD). ORBIS collects information from administrative sources, in partic-
ular detailed balance sheets, income statements, and profit and loss accounts of firms. The

financial accounting data is harmonized across countries and, along with information of



firm ownership, provided in a global standard format. The database thus allows for cross-
country comparisons and is constantly being updated. BvD extracted the financial data we
use in the last week of November 2015. The data contains all firms above a turnover of
one million Euro, total assets of 2 million Euros or a total number of 15 employees in 2015,
which amounts to a sample of around 12.5 million firms. Our financial data is reported in
thousands of Euros for the years 2002-2012. We use unconsolidated financial information
from local registry filings to ensure a high quality of the raw data. Industries are defined by
their four-digit industry NACE Rev. 2 classification.

Our methodology to estimate TFP requires information on intermediate inputs, a vari-
able for which ORBIS sometimes reports missing values, particularly for Great Britain.! To
improve the coverage of the variable, we obtain imputed intermediate inputs by taking the
difference between operating revenue and value added. This leads to a notable improve-
ment in coverage for Great Britain. TFP distributions using internally imputed variables
have been shown to be almost identical to their non-imputed counterparts (Gal 2013).

We then follow a thorough process of data cleaning. Our four-step procedure builds on
Gopinath et al. (2017). First, we correct for reporting mistakes by e.g. dropping observations
with missing information or implausible values. Second, we verify the internal consistency
of balance sheet information. We construct ratios that compare the sum of variables belong-
ing to some aggregate to their respective aggregate. For instance, we calculate the sum of
tangible fixed assets, intangible fixed assets, and other fixed assets as a ratio of their respec-
tive aggregate, i.e. total fixed assets.> We estimate the distribution for each of these ratios
and remove extreme values at the tails of the respective distributions (below the 0.1 per-
centile and above the 99.9 percentile). These first two steps are implemented at the level of
the total economy for each country separately. Third, we do a more specific quality control
of all variables that are part of our analysis, including our estimated measures of TFP. Lastly,
we winsorize the variables at the 1 and 99 percentile.

All nominal variables used in our analysis are deflated with a corresponding yearly price
deflator at the two-digit industry level. Included are price deflators on value added, gross
output, intermediate inputs as well as on capital and investment goods. This procedure en-

sures that the growth rates of the variables used for productivity calculations are not driven

'We use material costs as a proxy for total intermediate inputs, since energy usage and purchased services are
not reported in ORBIS. While this inhibits estimating more complex output based production functions, it is
still very suitable for the standard value added based function.

*This is also conducted for the following aggregates: total assets, total current assets, total shareholder funds
and liabilities.

10



by price changes. All price deflators are retrieved from the Structural Analysis Database of
the OECD.? In case 2-digit deflators are not available we use the information from higher
levels of industry aggregation. In the rare case that no specific price deflator is available for
a given industry, we use value added deflators.

After deflating all financial covariates over time, we correct for price differences across
countries by converting them into a common currency (USD). We fix the exchange rate at the
middle of the sample period, in 2007, to mitigate the influence of fluctuating exchange rates
on the productivity numbers. This is particularly suitable for industries operating under
strong international competition such as manufacturing (Gal 2013).

We restrict our sample in two steps. First, we focus on the manufacturing and energy
sector, since these sectors correspond to over 90% of all emissions under the EU ETS in 2012.
Second, we apply the criteria suggested by Kalemli-Ozcan et al. (2015) to construct data that
is representative of each European economy along three dimensions: (i) how much of the
gross output from Eurostat Structural Business Statistics (Eurostat SBS)* we cover from 2002-
2012; (ii) the degree of data fluctuations measured by the standard deviation and (iii) the
tirm size distribution. We then limit our sample to the 8 countries that meet our criteria, i.e.
have high coverage of the economic activity (at least 65% on average), have little fluctuations
(standard deviation below 0.1) and are representative of different firm sizes (Orbis-Eurostat
%-difference in each size category below 10).> We consider such an approach crucial for
obtaining empirically meaningful results both in terms of TFP estimations as well as our

subsequent analysis with respect to the EU ETS.

3.2 Production function estimation

We estimate a Cobb-Douglas production function separately for each two-digit industry s
in our sample of European firms. Firm ¢ at time ¢ produces value added according to the

following log linear form:
Iny;st = 5“8) Inl;st + Bk(s) Inkist +In Zist + €ist, 3)

where y;; is value added and In Z;; is the unobservable Hicks neutral productivity term. /;

denotes the wage bill, and k;; denotes the capital stock. 3!(*) is the elasticity of value added

3The data can be retrieved from http:/ /www.oecd.org/sti/ind /stanstructuralanalysisdatabase.htm.

*The data can be retrieved from https:/ /ec.europa.eu/eurostat/statistics-
explained/index.php/Structural_business_statistics_overview.

5The selected countries are Belgium, France, Germany, Great Britain, Italy, Spain, Sweden and Norway.

11



with respect to labor and 3%(*) is the elasticity of value added with respect to capital. The
elasticities are constants determined by the available technology and the same for a group
of firms within a given industry s. It is a general best practice to assume homogeneity in
technology at the 2-digit industry-level. The error term ¢;; captures random shocks and
measurement error and we assume it to be identically and independently distributed. The
capital stock kg is calculated according to the Perpetual Inventory Method (Gal 2013). It
defines the level of real capital stock ks in firm ¢ and sector s and in year ¢ as kjst = kist—1(1—
dist + 1ist, Where i;st are real investments and d;4; is the depreciation rate.

We employ the methodology by Collard-Wexler and De Loecker (2016) and refer to their
paper for details on the estimation procedure. Given our estimated elasticities 5*) and
(), we then calculate firm (log) productivity as In Z;s; = Iny;s — B4 Inl;sp — BF) In k.
Note that, similar to most empirical studies, we do not observe prices at the firm-level, but
at the industry-level. Our measure of TFP is thus revenue-based productivity and captures
a combination of market power and productivity (Syverson 2011).

The extensive literature on production function estimation has shown that applying OLS
will most likely yield biased coefficients (Ackerberg et al. 2015, ACF). The reason for this
major obstacle in obtaining TFP is that the firm chooses the observed input factors that
enter the production function, labor and capital. For most real world applications, it is
very likely that some determinants of production exist that impact the choice of inputs but
are exclusively observed by the firm. If this is the case, the OLS estimates will be biased.
Several important contributions have exploited control functions to address this issue of
endogenous inputs (Olley and Pakes 1996, Levinsohn and Petrin 2003, Wooldridge 2009,
Ackerberg et al. 2015). We refer to Ackerberg et al. (2015) for a technical description of the
endogeneity problem, the long history of this issue in production function estimation, and
the main different techniques to solving it.

Collard-Wexler and De Loecker (2016) (CWL) demonstrate that commonly used ap-
proaches perform poorly in the presence of notable amounts of measurement error in capital
- a phenomenon common even in firm-level data from high quality sources. This measure-
ment error may stem from “...the difficulty to appropriately measure depreciations over a
long period of time across heterogeneous assets and production processes...”, which can
be compounded with other reporting related factors (Collard-Wexler and De Loecker 2016).
Relying on Monte-Carlo simulations and two standard firm panel data sets they find that

standard techniques yield downward biased capital coefficients in such a context, which

12



makes capital intensive firms appear more productive than they actually are. Their findings
are coherent with the general observation in the empirical literature on firm productivity
that capital coefficients are often very low and sometimes even negative (Becker et al. 2006).

We apply these insights to our ORBIS data and provide a comparison of input elastici-
ties for each sector using a range of different estimators. Apart from standard procedures,
we apply a two-stage IV estimator proposed by CWL that instruments capital with lagged
investments to control for the measurement error and unobserved productivity shocks (the
latter a la ACF, using intermediate inputs to substitute for the shock). Note that the valid-
ity of the instrument is given by construction, since lagged investments is one element to

measure capital stock.

Table 1: Capital and labor elasticities, by sector

OLS Fixed effects | IV (Olley-Pakes, OP) ACF, 1 Step ACF, 2 Step CWL, 2 Step
) (2) (3 4 [©)] (6)
NACE 2-digit code | 8]_ols | 8k_ols | 81 FE | bk_FE | 8L_IV Bk_IV BI_F | 8k_1stF | B_F | 8k_2stF | B_F | Bk_IV2~F

10 0.85 0.14 0.79 0.05 0.81 0.17 0.69 0.07 0.69 0.17 0.69 0.28
11 0.85 0.14 0.74 0.07 0.81 0.19 0.54 0.12 0.54 0.25 0.54 0.44
12 0.92 0.08 0.77 0.08 0.94 0.08 0.59 0.18 0.59 0.40 0.59 0.61
13 0.90 0.07 0.81 0.05 0.86 0.11 0.72 0.05 0.72 0.10 0.72 0.22
14 0.91 0.08 0.78 0.04 0.88 0.11 0.74 0.06 0.74 0.09 0.74 0.22
15 0.88 0.09 0.78 0.04 0.84 0.14 0.73 0.05 0.73 0.11 0.73 0.20
16 0.88 0.10 0.82 0.04 0.86 0.12 0.73 0.06 0.73 0.11 0.73 0.06
17 0.88 0.11 0.79 0.05 0.85 0.14 0.69 0.06 0.69 0.15 0.69 0.27
18 0.89 0.09 0.80 0.04 0.85 0.13 0.75 0.05 0.75 0.09 0.75 0.08
19 0.87 0.13 0.92 0.03 0.81 0.19 0.55 0.08 0.55 0.34 0.55 0.41
20 0.89 0.09 0.81 0.04 0.84 0.14 0.65 0.08 0.65 0.17 0.65 0.32
21 0.94 0.04 0.85 0.03 0.86 0.12 0.63 0.04 0.63 0.13 0.63 0.37
22 0.88 0.10 0.81 0.04 0.84 0.13 0.70 0.07 0.70 0.15 0.70 0.26
23 0.85 0.12 0.83 0.03 0.81 0.16 0.66 0.07 0.66 0.17 0.66 0.30
24 0.87 0.12 0.84 0.03 0.84 0.15 0.70 0.06 0.70 0.20 0.70 0.27
25 0.89 0.09 0.87 0.03 0.86 0.12 0.75 0.06 0.75 0.12 0.75 0.20
26 0.92 0.06 0.89 0.03 0.88 0.10 0.73 0.07 0.73 0.11 0.73 0.06
27 0.91 0.08 0.86 0.03 0.87 0.12 0.73 0.07 0.73 0.11 0.73 0.06
28 091 0.07 0.85 0.03 0.88 0.11 0.74 0.06 0.74 0.11 0.74 0.22
29 0.91 0.08 0.86 0.03 0.87 0.12 0.75 0.06 0.75 0.12 0.75 0.09
30 0.90 0.08 0.89 0.03 0.88 0.11 0.74 0.05 0.74 0.16 0.74 0.22
31 0.92 0.07 0.86 0.03 0.89 0.10 0.78 0.04 0.78 0.07 0.78 0.19
32 0.90 0.07 0.82 0.04 0.87 0.11 0.73 0.06 0.73 0.10 0.73 0.06
33 0.91 0.07 0.87 0.03 0.89 0.09 0.81 0.05 0.81 0.09 0.81 0.04
35 0.85 0.12 0.75 0.10 0.78 0.19 0.40 0.11 0.40 0.18 0.40 0.73

As shown in Table 1, our CWL estimates yield consistent capital and labor elasticities
for all 25 industries. We have no cases of a zero, negative, missing or excessively big val-
ues, in which case we would omit the industry. Even more importantly, the coefficients are
highly consistent when compared to alternative procedures. Capital coefficients are notably
higher and, in most cases, the sum of capital and labor coefficients is close to one. In con-
trast, columns 1-5 demonstrate that capital coefficients obtained from standard estimators
are very low which suggests the presence of measurement error and a strong bias towards
zero with respect to the true parameter (Collard-Wexler and De Loecker 2016). This gives us

confidence that our estimator is the most suitable for obtaining productivity in ORBIS. We
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rely on the standard assumption that labor is a static input choice and exploit the first-order

condition to directly estimate the labor coefficient as the input cost share of labor.

Table 2: Summary statistics

Variable Mean Std. Dev. Min p25 p50 p75 Max

TFP growth (in logs) -0.01 0.19 -0.64 -0.09 0.00 0.09 058

Gap to TFP frontier (t-1) 0.70 0.41 0.00 045 068 091 273
TEP frontier growth (in logs) 0.00 0.06 -0.31 -0.03 000 003 058
Tangible fixed assets (in logs, t-1) 2.29 2.26 -257 073 211 3.60 958
Operating revenue (in logs, t-1) 4.43 1.85 1.38 3.08 395 531 1098
MNE (1=yes) 0.08 0.27 0.00 0.00 0.00 000 1.00

Firm age 22.99 16.48 3.00 12.00 19.00 29.00 91.00

Table 2 reports summary statistics for the variables that we include in our subsequent
analysis of the potential impacts of the EU ETS. It shows that, on average, the rate of TFP
growth is similar to growth at the frontier (mean -0.1 and mean 0). However, growth in the
full sample is highly dispersed which suggests that some firms are converging towards the

frontier whereas others are falling further behind.

Table 3: TFP relative to frontier firms by country

Country ISO Code Mean Std. Dev. pl pl0 p25 p50 p75 p90 N

BE 0.60 0.29 0.18 034 043 053 068 092 49,426
DE 0.59 0.29 0.07 030 044 055 070 093 94,213
ES 0.51 0.23 0.14 030 037 047 059 076 289,492
FR 0.58 0.23 022 035 044 054 0.67 084 270,961
GB 0.62 0.29 0.19 036 044 055 072 099 61,306
1T 0.54 0.25 0.17 031 039 050 0.63 0.82 455,657
NO 0.58 0.28 0.07 032 042 054 0.69 091 28,277
SE 0.55 0.26 0.07 031 040 051 064 084 53,542
Total 1,302,874

In Table 3 we discuss the distribution of TFP relative to the productivity frontier for each
of the selected countries. The table highlights the considerable country heterogeneity that
exists with respect to the size of the gap to the common European frontier. For instance,
the TFP of the average firm in Great Britain constitutes 62% (Belgium: 60%) of European
frontier TFP. The average British firm operates comparatively close to the frontier. In con-
trast, the average firm in Spain has an estimated productivity of merely 51% of the European
frontier (Italy: 54%). Table 3 also lends support to the view that there is a notable degree of
dispersion in our cross-country sample. It appears that the distribution of TFP has longer
tails in Southern European countries. At the 90th percentile, the gap is still 24% in Spain

(Italy: 20%), whereas in Great Britain it is only 1% suggesting that these firms are already
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operating very closely at the frontier (Germany: 7%). While one has to consider notable dif-
ferences in firm coverage among countries, taking the insights from Table 2 and 3 together
shows that productivity levels and dynamics can have substantial variation (Bartelsman and

Doms 2000; Syverson 2011).

3.3 Regulatory data

The EUTL is the official registry of all plants under the EU ETS and is composed of reg-
ulatory information. We utilize this plant-level data to identify firms in ORBIS that are
regulated by the EU ETS. Every installation in the EUTL is owned by a so-called account
holder and we can match the information provided on this latter entity (national firm iden-
tifier, name, address) with data contained in ORBIS.® We utilize the national identification
number that uniquely identifies a firm in both datasets. We correct for systemic errors in
the EUTL to make these identifiers compatible with the harmonized format used in OR-
BIS. Only in very few cases we could not identify firms via this method and instead located
them via their name. We successfully match 8.218 out of all 8.578 companies (96%) that as
of March 2014 hold a regulated plant, which corresponds to 14.507 out of a total of 15.043
installations under the EU ETS (96%). We then test the internal consistency of our proce-
dure and compare the companies’ contact information between the EUTL and ORBIS. For
98.2 % of the identified companies, the information between both sources is highly consis-
tent, whereas for 1.8% of firms the seemingly inconclusive information is mostly related to
changes in company names or mergers and acquisitions. The remainder of not-matched
entries could either not be found in ORBIS or information was incomplete, which in many
cases are hospitals, governmental agencies or universities. We use the emission data from
the EUTL as an indicator of activity and keep 7.279 firms that were active in phases I or II of

the EU ETS.

4 Empirical results

4.1 Main results

We report balancing statistics in Table 4 for our full sample both before and after apply-
ing entropy balancing weights to the two groups of EU ETS and non-EU ETS firms. For

°The EUTL subsection “List of Stationary Installations in the Union Registry” contains
all installations under the EU ETS as of February 27, 2014. It can be retrieved from
http:/ /ec.europa.eu/clima/policies/ets/registry /documentation en.htm.
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both groups, it presents the respective covariate’s mean, variance and skewness. In addi-
tion, it reports standardized differences between the two distributions. The standardized
difference is considered a particularly reliable measure of covariate balance as it is robust to
changes in sample size and comparable across different covariate scales. Maximum values

for standardized differences are recommended to be from 10 to 25 percent (Garrido et al.

2014).

Table 4: Covariate balance, entropy balancing

Pre weighting
Mean Variance Skewness Stand. Diff.
Variable (in logs) Treated Control Treated Control Treated Control
TFP growth, 2004 0.03 0.004 0.05 0.03 0.01 -0.21 12.54
TFP growth, 2003 -0.02 -0.005 0.04 0.03 0.05 -0.21 -6.82
Tangible fixed assets, 2004 6.16 2.68 3.91 5.35 -0.17 0.56 175.88
Tangible fixed assets, 2003 6.14 2.65 3.96 5.34 -0.19 0.55 175.41
Tangible fixed assets, 2002  6.11 2.60 3.97 5.23 -0.22 0.52 176.29
Operating revenue, 2004 7.31 4.84 4.02 4.05 0.04 1.02 122.90
Operating revenue, 2003 7.26 4.79 4.07 4.00 0.02 1.01 122.27
Operating revenue, 2002 7.23 4.73 4.10 3.90 0.00 0.98 123.22
Employment, 2004 5.21 3.33 1.95 1.40 -0.46 0.49 135.06
Employment, 2003 5.23 3.35 1.96 1.44 -0.52 0.44 134.56
Employment, 2002 522 332 2.00 1.49 -0.55 0.40 134.24
Post weighting
Mean Variance Skewness Stand. Diff.
Variable (in logs) Treated Control Treated Control Treated Control
TFP growth, 2004 0.03 0.03 0.05 0.05 0.01 0.01 0.00
TFP growth, 2003 -0.02 -0.02 0.04 0.04 0.05 0.05 0.00
Tangible fixed assets, 2004  6.16 6.16 391 391 -0.17 -0.17 0.00
Tangible fixed assets, 2003 6.14 6.14 3.96 3.96 -0.19 -0.19 0.00
Tangible fixed assets, 2002  6.11 6.11 3.97 3.97 -0.22 -0.22 0.00
Operating revenue, 2004 7.31 7.31 4.02 4.02 0.04 0.04 0.00
Operating revenue, 2003 7.26 7.26 4.07 4.07 0.02 0.02 0.00
Operating revenue, 2002 7.23 7.23 4.10 4.10 0.00 0.00 0.00
Employment, 2004 5.21 521 1.95 1.95 -0.46 -0.46 0.00
Employment, 2003 5.23 523 1.96 1.96 -0.52 -0.52 0.00
Employment, 2002 522 522 2.00 2.00 -0.55 -0.55 0.00

As indicated in Table 4, pre-balancing standardized differences lie far beyond these val-
ues for most covariates, in most cases even beyond 100. Balancing characteristics also indi-
cate that EU ETS firms are substantially more sizeable than regulated firms with respect to
their assets, revenue and employment. However, both groups do follow a common trend
in productivity growth pre-treatment. While the assumption of a common trend under no
treatment cannot be tested empirically, this observation does lend it some initial, albeit in-
tuitive, support. As shown under "Post weighting", applying weights introduces a perfect

balance between the two groups for each of the pre-2005 covariates and all three respective
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moments. Standardized differences are 0 and each of the moments between the two groups
is identical.

We now present our results obtained from estimating our model presented in Equa-
tion 2. For this purpose, we estimate a stylized version of the neo-Schumpeterian model,
which incorporates innovation and productivity catch-up as two potential sources of firm’s
productivity growth, while at the same time accounting for persistent productivity disper-
sion within industries. This dynamic model allows us to differentiate the potential effects
of the EU ETS on total factor productivity (TFP) growth depending on the level of firms’
technological advancement.

Table 5 reports our main results. The first column shows the estimates of a basic pooled
OLS model (1) that includes the full set of fixed effects and firm controls but does not ac-
count for dynamic adjustment effects. Similar to previous findings in the literature, we
cannot actually find a significant effect of the EU ETS on TFP. Specification (2) introduces
the important sources of technological progress and yields a negative effect of the EU ETS

that is barely significant at the 10% level.

Table 5: Entropy balancing DiD

Within-group FD-GMM
1) 2 ®) (4)
ETS treatment -0.02 -0.03*  0.06*** 0.04***
(0.013) (0.014) (0.015) (0.015)
gap TFP t-1 X ETS treatment -0.09%**  -0.09***
(0.016) (0.023)
gap TFP t-1 0.44***  0.50%** 0.25%**
(0.040)  (0.040) (0.068)
dInTFP_Frontier 0.32%**  (0.33%** 0.29%**
(0.051)  (0.049) (0.075)
Control variables Yes Yes Yes Yes
Time Yes Yes Yes Yes
Country x industry Yes Yes Yes -
Time x country Yes Yes Yes -
Firm Yes Yes Yes Yes
Observations 453.779 453.779 453.779  396.955
AB-AR(1) 0.000
AB-AR(2) 0.203
Hansen J (p-value) 0.132

Note: Standard errors in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

In line with the micro-econometric literature on the determinants of productivity growth
(e.g. Griffith et al. (2004), Griffith et al. (2009), Conway et al. (2006), and Nicoletti and Scar-

petta (2003)), we find strong evidence for the sources of technological advancement in all
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specifications. The coefficient of TFP growth at the frontier is positive which points towards
a pass-through of technologies developed at the frontier. We also find support for a catch-up
process in the form of a positive coefficient for the gap term indicating that firms operating
behind the frontier grow faster. Both effects are highly significant at the 1% level. Consistent
with previous findings, the size of the coefficients highlights the importance of these two
drivers of productivity growth.

In specification (3), we introduce the lagged catch-up term interacted with the DiD es-
timator and allow the effect of the EU ETS to vary depending on the given firm’s position
within the productivity distribution, i.e. the distance to the technology frontier. Results for
specification 3 demonstrate that this step is crucial to properly identify the policy’s impact.
Both the simple DiD-term as well as the non-linear interaction effect are highly significant
at the 1% level. The strong heterogeneity in firm responses to the policy makes clear why
we could barely identify the effect in specification (2). The simple DiD-term stands for an
on average increase in TFP growth by 6 percent and indicates positive effects for advanced
tirms, whereas the impact of the EU ETS in relation to the distance to the technology frontier
points to an on average deceleration in TFP growth by 9%. Importantly, this finding clearly
supports our hypothesis that the effect of the EU ETS on TFP growth is highly heterogeneous
and depends on a firm’s level of technological progress.

However, the introduction of firm fixed effects may give rise to a Nickell-bias in the es-
timates for the coefficient of the lagged gap term, which incorporates the lagged dependent
variable. To address the simultaneity issue, we employ the Arellano-Bond estimator (4).
While there are some slight differences in magnitude with respect to a somewhat smaller
coefficient for the simple DiD term, the results are qualitatively identical when compared
to our baseline results. These differences can also be due to the fact that the GMM set up
does not allow us to include the full set of fixed effects. Note that, as expected, the simple
gap-term is substantially smaller in magnitude which is due to the presence of a Nickell-bias
and can also be related to the smaller number of fixed effects. However, the results indicate
that, with regards to the policy impact of the EU ETS, our main findings are confirmed.

The challenge in the application of this GMM estimator is that with growing T the num-
ber of instruments can become large relative to sample size, which may render some asymp-
totic properties invalid (Roodman 2009). However, we successfully manage to limit the
instrument count. We assess our instruments by using two standard test measures. The

Hansen test has a null hypothesis of the instruments as a group being exogenous. The

18



corresponding p-value is clearly above the 10% significance level which suggests that our
instruments are indeed exogenous. At the same time, it is not close to 1, which would point
towards problems with respect to over-identification. Test results also suggest that standard
error estimates are consistent in the presence of any pattern of heteroskedasticity and au-
tocorrelation. The Arellano — Bond test has a null hypothesis of no autocorrelation and is
applied to the differenced residuals. As it is common in such a setup, the first part of the test
detects an AR(1) process in first differences. Hence, we instead check for an AR(2) process
in first differences which would mean autocorrelation in levels. Autocorrelation in levels
would indicate that lags of the dependent variable are in fact endogenous and thus bad
instruments. Importantly, the corresponding p-value is clearly above the 10% significance
level which leads us to confirm the hypothesis of no autocorrelation. Note that in a GMM
setup, we cannot include a high number of fixed effects. In sum, our test results suggest that
our findings with respect to the non-linear impact of the EU ETS are fully confirmed and not

subject to a Nickell-bias.

Figure 1: Non-linear EU ETS impact on TFP growth

10%

5%

0%

-5%

-10%

Effect on TFP growth

-15%

-20%

Distance to frontier (deciles)

Figure 1 illustrates the estimated overall effect of the EU ETS on TFP growth with re-

spect to a firm’s within-industry position. Based on Specification (3), the figure shows the
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size of the joint EU ETS impact (51 + 82 1n (ﬁicz )t—1) in relation to the gap to the global fron-
tier as shown in deciles of the respective distribution. We also plot the corresponding 95%
confidence interval. The heterogeneity of the policy’s effect seems to be apparent: The im-
pact is positive for firms operating close to the frontier, subsequently declines in magnitude
and significance, becomes insignificant for a sizeable group of firms, and eventually turns
significant again but negative in terms of magnitude.

Whereas firms that operate very close to the frontier see their TFP growth accelerate
by 5.8 percent, for firms at the 20th percentile the policy impact still corresponds to a 2.3
percent increase. The effect is highly significant at the 1% level until the 10th percentile and
still significant at the 10% level for the 20th percentile. While a majority of firms appears
to be unresponsive to the policy, firms operating beyond the 80th percentile start to see
their productivity growth declining. At the 80th percentile, firms face a deceleration in TFP
growth by 3.1 percent. The effect becomes gradually more negative in magnitude and drops
sharply for firms operating far behind the frontier, signifying a 13.9 percent decrease at the
99th percentile. The negative section of the slope is highly significant (80th percentile: at the
5% level, 90th percentile and subsequently: at the 1% level).

In sum, the heterogeneity of the effect particularly suggests that technologically ad-
vanced firms benefit from the regulatory policy, whereas less-advanced EU ETS firms that

operate further behind the productivity frontier are falling behind.

4.2 Robustness

We now employ a battery of tests to further assess the robustness of our findings and in
particular with respect to the plausibility of our identification assumptions. The subsequent
tests are based on or compared with Equation 2, i.e. the baseline specification with the full

set of fixed effects (Table 5, Specification 3) .

4.2.1 Omitted variable bias

If important unobserved covariates exist that both explain EU ETS participation and pro-
ductivity, not including them will confound our estimate of the treatment effect of the EU
ETS. For instance, if matched EU ETS firms had, even after our thorough balancing pro-
cess, systematically higher innovative capacities than the control group, this could lead us

to falsely attribute productivity growth linked with these characteristics to the regulatory
policy.
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We test the possibility of omitted variable bias and study coefficient stability as proposed
by Oster (2019). Intuitively, the econometric estimation method compares changes in esti-
mated coefficients and changes in the R? values of two different specifications with each
other. The first contains a few basic explanatory variables only, and the second specification
controls for a rich set of pre-determined explanatory variables. In case the R? in the full
model is considerably higher than in the baseline model, this suggests that the additional
explanatory variables help explaining variation in the outcome variable. If, at the same time,
the estimated coefficient of interest does not change much from one model to the next, this
suggests that the treatment effect is unlikely to be driven by unobserved characteristics. For
a more detailed technical discussion we refer to Oster (2019).

One approach to implement this method is to calculate the so-called degree of propor-
tionality J, i.e. the explanatory power unobserved confounders would need relative to the
explanatory power of observables to produce 3 = 0. For this purpose, one needs to make an
assumption about the size of the R? of a (hypothetical) estimation that includes the full set
of important observed and unobserved covariates (so-called R,,,;). Oster (2019) reviews the
results from 27 articles in top journals that use either randomized or non-randomized data
to obtain treatment effects and identifies R,,,, = 1, 3R as an ideal bounding value. For this
value, 90% of studies with randomized data and 45% of studies with nonrandomized data
survive this test. Going beyond this bound or even up to R,,,; = 1 is not recommended as
only 40% of studies with randomized data survive the test since even minimal changes in
coefficients can be exaggerated under this assumption. Using R,,., = 1, 3R, which implies
that unobservables explain to some degree less than observables and treatment, also makes
sense in our specific context as our observed covariates are important potential confounders
and likely associated with other potential confounding factors.

Our test results are presented in Table 6 and imply that unobservables would need to
be 2.9 times more important than other controls to explain away the non-linear treatment
effect. The negative sign of the coefficient indicates that, if unobserved confounders indeed
explained TFP to such a substantial degree, we would underestimate the negative impact
and overestimate the positive impact of the EU ETS. However, this appears unlikely given
our comprehensive set of control variables. In line with this argument, obtaining a value
above 1 means that coefficient stability can be considered to be consistent with random-
ization (Oster 2019). In terms of the simple, positive treatment term, unobservable charac-

teristics would need to be 2.4 times more important than our controls to explain away the
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Table 6: Sensivity to omitted variable bias

d for b = 0 given Rmax

ETS treatment 2.43
gap TFP t-1 X ETS treatment 291
R2 0.2915
Rmax =1,3XR? 0.3789
Control variables Yes
Time Yes
Country x industry Yes
Time x country Yes
Firm Yes
Observations 453.779

Note: Based on Oster (2017) and baseline specification.

effect. In sum, these tests confirm that our results appear to be very robust with respect to

potentially omitted confounders.

4.2.2 Matched DiD and propensity score weighted DiD

The results we obtain may be determined to some degree by the choice of technique we
use to achieve covariate balance. To address this potential concern, we apply two alter-
native procedures. First, we employ a matched difference-in-differences ("Matched DiD")
approach that utilizes propensity score matching. In contrast to the entropy balancing ap-
proach, propensity scores compress the information of the continuous pre-treatment vari-
ables into a single score (Rosenbaum and Rubin 1985). In practice, we obtain propensity
scores for each firm in our sample by estimating a probit model that regresses regulatory
status on up to three moments of the full set of potential confounders. The score is then used
to match ETS firms with their respective closest neighbor from the reservoir of non-treated
firms. Drawing from the overlap in propensity score distributions (so-called “common sup-
port”) between ETS and non-ETS groups, we constrain the sample to those firms with a
sufficiently close neighbor thus improving balance in covariate distributions. Treated firms
for which we do not find a similar counterpart among non-EU ETS firms are discarded. This
is a contrast to our entropy weighting approach that maintains a large sample size all while
providing covariate balance. Hence, the main challenge when utilizing Matched DiD con-
sists in designing a specification that balances out confounding factors without sacrificing
too much sample size.

Second, we instead utilize the propensity scores to weight each firm-year-observation

with its respective inverted probability to be treated, i.e. of being subject to the EU ETS
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(Stuart 2010; Stuart et al. 2014). Applying inverted probability weights in this manner im-
proves covariate balances between the treated and non-treated group while retaining a big-
ger sample size compared to a matching approach. We combine each of the two alternative
balancing approaches with a difference-in-differences estimator to account for any remain-
ing time-invariant differences. The alternative approaches also require firms to be matched
within the same country-2 digit-industry pair. Enforcing a perfect balance in this regard
accounts for potential unobserved differences such as sector-specific technologies while be-
ing more susceptible to measuring potential spillover effects as matched firm pairs are more
likely to be competitors. Our approach of combining matching with DiD ("PS-Weighted
DiD") follows Heckman et al. (1997) as summarized in Blundell and Dias (2009), whereas

the approach of combining inverse-probability weighting with DiD follows Stuart (2010).

Table 7: Covariate balance after balancing, PS Matching and PS Weighting

Stand. Diff.
Variable (in logs) PS-Matching PS-Weighting

TFP growth, 2004 4.20 3.10
TFP growth, 2003 3.10 -0.70
Tangible fixed assets, 2004 -2.90 11.10
Tangible fixed assets, 2003 -2.60 11.70
Tangible fixed assets, 2002 -2.30 12.30
Operating revenue, 2004 -3.00 8.70
Operating revenue, 2003 -2.80 9.00
Operating revenue, 2002 -3.10 9.70
Employment, 2004 0.80 14.00
Employment, 2003 3.20 14.10
Employment, 2002 2.10 14.10
Exact matching, NACE 2 digit Yes Yes

Table 7 reports balancing results for the two procedures. In both cases, standardized
differences indicate overall a good balance. For propensity score matching, the measure is
well below ten for all covariates, whereas for the weighting procedure it is still below 15.
Hence, covariate distributions between the two groups are now similar.

Table 8 presents the estimation results for the matched difference-in-differences estima-
tor and the weighted difference-in-differences estimator along with the original baseline
results. Compared to the baseline results, the findings are almost identical both in terms
of magnitude and significance of the treatment and the non-linear term. This indicates that
the EU ETS effects obtained from our original specification are robust to the choice of the
balancing method. The results also demonstrate the major advantage of entropy weight-

ing over the propensity score approach. While "Matched DiD" provides very good balance,
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the sample size is clearly diminished. "PS-weighted DiD" maintains the sample size but at
the expense of higher standardized differences. In contrast, entropy weighting keeps the

original sample size (Table 5) all while establishing perfect balance (Table 4).

Table 8: Alternative Balancing Procedures

Entropy balancing DID  PS Matched DID PS Weighted DID

@) ) 6)
ETS treatment 0.06*** 0.05%** 0.06***
(0.015) (0.017) (0.015)
gap TFP t-1 X ETS treatment -0.09*** -0.09%** -0.10%**
(0.016) (0.016) (0.015)
gap TFP t-1 0.50%* 0.50%** 0.53**
(0.040) (0.035) (0.035)
dInTFP_Frontier 0.33**+ 0.33*** 0.34**+
(0.049) (0.049) (0.049)
Control variables Yes Yes Yes
Time Yes Yes Yes
Country x industry Yes Yes Yes
Time x country Yes Yes Yes
Firm Yes Yes Yes
Observations 453.779 18.316 453.779
Exact match at NACE 2 digit level - Yes Yes

Note: Standard errors in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

4.2.3 Firm survival

Our results may also be subject to a bias arising from non-random differences in firm sur-
vival and exit mechanics between the two groups that are not related with the EU ETS
(Griffith et al. 2009). Firm exits are often related with a previous slowdown in productivity
growth as the given firm’s capacity to compete declines (Albrizio et al. 2017). If non-EU ETS
tirms were more likely to exit the sample either by terminating their operations or by not
reporting financial information for subsequent years, this would lead us to overestimate the
positive and underestimate the negative treatment effect of the EU ETS. Vice versa, if EU
ETS firms were less likely to survive, this would lead us to overestimate (underestimate) the
negative (positive) impact of the EU ETS. Column 2 in Table 9 therefore presents estimation
results for a sample of firms that exist throughout the entire period of analysis, i.e. report
financial information in both 2002 and 2012. Both magnitudes and significance levels are
very similar to our baseline results. This indicates that our results do not suffer from an

attrition bias.
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Table 9: Plausibility of unconfoundedness and stability of treatment value (SUTVA)

Unconfoundedness SUTVA
Entropy balancing DID  Firm survival Placebo effects Late joiner
@ 2) ®) 4)
ETS treatment 0.06*** 0.06*** 0.17
(0.015) (0.016) (0.103)
gap TFP t-1 X ETS treatment -0.09*** -0.09*** -0.06 -0.10%**
(0.016) (0.015) (0.052) (0.031)
gap TFP t-1 0.50%** 0.49*** 1.22%** 0.49***
(0.040) (0.041) (0.034) (0.077)
dInTFP_Frontier 0.33*** 0.33*** 0.39%** 0.46**
(0.049) (0.047) (0.039) (0.063)
Control variables Yes Yes Yes Yes
Time Yes Yes Yes Yes
Country x industry Yes Yes Yes Yes
Time x country Yes Yes Yes Yes
Firm Yes Yes Yes Yes
Observations 453.779 354.413 154.712 22.087

Note: Standard errors in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

4.2.4 Placebo effects

Another possibility to assess the plausibility of the unconfoundedness assumption is to ap-
ply a placebo analysis (Imbens and Rubin 2015). If our treatment effect was an artifact of
systematically different omitted characteristics or underlying trends between the ETS and
the non-ETS groups, one would expect us to detect a treatment effect even in the absence
of actual treatment. It would also indicate the possibility of an announcement effect. The
EU ETS directive was adopted at the end of 2003 before entering into force in 2005, a time
span which could have given firms the possibility to adjust pre-policy. If an announcement
effect had taken place, this may lead us to either over- or underestimate the impact of the
EU ETS depending on if firms rather had incentives to select themselves into or out of the
regulation. A placebo test thus allows us to address both of these concerns directly.

For this purpose, we restrict our sample to the years 2002-2004. We restructure our
balancing procedure using exclusively covariates from the year 2002 and define for our
difference-in-differences term the year 2003 as the start of the regulation instead of 2005.
We redefine the regulatory dummy for ETS participation accordingly. Hence, operating rev-
enue for the years 2003 and 2004 becomes our alternative pseudo-outcome. A priori we
know that the pseudo-outcome should not have been affected as it was determined before
the start of the policy. The corresponding effect for the main non-linear term as presented in

Column 3 of Table 9 is unequivocally insignificant.” This result lends further credibility to

"Note that given the short time period, we cannot include the non-linear effect jointly with the simple treatment
term as the latter is omitted.
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the assumption that important unobserved confounding factors are absent. In addition, it
suggests that firms did not adjust in anticipation of the EU ETS as we detect no statistically

different pattern in productivity dynamics between the two groups pre-treatment.

4.2.5 Stability of unit treatment value

We also test if our assumption of stability of unit treatment values (SUTVA), i.e. the absence
of spillover effects between treatment and control group, is plausible under the given policy
context. Given that our study is delivered at the firm level, we can rule out any potential
within-firm spillovers that may occur between regulated installations (Petrick and Wagner
2014). However, non-EU ETS firms may still respond to the policy if, for instance, they
compete with regulated firms. Untreated firms could then see their productivity affected by
their competitors” policy-induced gains or losses. The SUTVA in itself cannot be assessed
empirically. However, we can test specific institutional conditions under which a violation
of the assumption would take place (Fowlie et al. 2012). In particular, if non-regulated firms
indeed reacted to the regulation then we would expect a group of non-ETS firms which have
been less exposed to the policy to respond less strongly (Calel and Dechezleprétre 2016). In
practice, we restrict the pool of control firms to firms from Norway, a country that did not
join the EU ETS in 2005 but in 2008. Due to the small number of control firms, the test can
only be conducted for a sample that requires less variables for the balancing process.

Column 4 of Table 9 shows that estimation results remain qualitatively similar when
compared to our baseline results. Importantly, the main non-linear effect of the EU ETS
is highly significant at the 1% level and very similar in magnitude. The coefficient for the
simple treatment effect also retains its direction but is clearly more sizeable and barely in-
significant (p-value: 0.110). However, this could be due to the fact that it is more challenging
to identify the effect for the top percentiles of the productivity distribution in such a small
sample. In sum, the result for the “late joiner test” does not lend support to the idea that our
estimate of the ATET might be an artifact of control firms reacting to the policy.

The impact of the EU ETS is highly significant and non-linear in nature, i.e. the effect
becomes more negative the further a firm operates from the productivity frontier. If any-
thing, the results suggest that the effect for firms operating close to the frontier might be
less negative but not necessarily positive. However, due to between country differences for

which these estimates cannot control, we have to be cautious with this interpretation. The
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re-balanced estimates do not differ significantly from our original estimates. Hence, they do

not represent a substantive challenge to our findings.

4.3 Heterogeneous treatment effects

We now assess the potential channels of the non-linear effect of the EU ETS in-depth by
relying on the rich information on firm-, country-, and industry-specific characteristics of
our dataset. Our assumption is that magnitude and significance of the two-directional effect
may be more pronounced for certain subgroups of firms. We categorize the sample into
two sub-samples, one of Northern and one of Southern European countries, and re-estimate
entropy balancing weights for both of these samples.® Subsequent results are qualitatively
identical when we only restrict ETS firms to a certain region while retaining firms from all 8

European countries as the pool of respective control firms.

Table 10: Heterogeneity

Entropy balancing DID Northern Europe Southern Europe

(1) (2) 3)
ETS treatment 0.06*** 0.09%** 0.06***
(0.015) (0.021) (0.015)
gap TFP t-1 X ETS treatment -0.09*** -0.10%** -0.09***
(0.016) (0.023) (0.016)
gap TFP t-1 0.50*** 0.44x** 0.50%**
(0.040) (0.058) (0.040)
dInTFP_Frontier 0.33%** 0.32%** 0.33%**
(0.049) (0.037) (0.049)
Control variables Yes Yes Yes
Time Yes Yes Yes
Country x industry Yes Yes Yes
Time x country Yes Yes Yes
Firm Yes Yes Yes
Observations 453.779 73.708 453.779

Note: Standard errors in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

As shown in Table 10, estimation results for both subsamples confirm a non-linear effect.
However, with respect to the Northern sample of EU countries (Figure 2), the positive sec-
tion of the non-linear effect is considerably more pronounced both in terms of magnitude
and significance when compared to our baseline results. In addition, a wider range of firms
appears to benefit from the EU ETS. Whereas firms operating very close to the frontier see
their TFP growth accelerate by 8.9 percent, even for firms at the 40th percentile the effect still

corresponds to a 3.8 percent increase. The effect is highly significant at the 1% level until the

The countries contained in the “Northern sample” are Belgium, France, Germany, Great Britain, Norway and
Sweden. The countries in the “Southern sample” are Italy and Spain.

27



20th and significant at the 5% level up until the 40th percentile. In contrast, the negative
effect becomes significant only beyond the 90th percentile, whereas the large remainder of

firms is unresponsive. For such a firm, TFP growth can still decelerate by up to 16.5 percent.

Figure 2: Northern countries: Non-linear EU ETS impact on TFP growth
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Results for the sample of Southern European countries (Figure 3) draw a different pic-
ture. Although the shape of the magnitude remains non-linear, the vast majority of firms
is unresponsive and firms operating at and beyond the 70th percentile face a deceleration
in TFP growth that ranges between 2.6 and up to 7.8 percent. After and including the 90th
percentile, the effect becomes highly significant at the 1% level (70th percentile: 10%, 80th

percentile: 5%).

5 Discussion

Empirical evidence on the economic impacts of the EU Emissions Trading System is im-
portant to inform policy-makers but it has largely remained inconclusive. This study con-
tributes to this discussion by investigating the potential effect of the EU ETS on total factor

productivity growth as a summary estimate of the costs and benefits borne by firms.
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Figure 3: Southern countries: Non-linear EU ETS impact on TFP growth
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Our results suggest that the effect of the EU ETS is highly heterogeneous and depends
on the distance to the technological frontier. This brings together two central paradigms on
the economic impacts of environmental regulation: Negative effects for technologically less
advanced firms speak to the conventional wisdom that policy impacts can entail efficiency
decreases as a result of factor reallocation. In contrast, the finding that technologically more
advanced firms increase their productivity growth lends support to the Porter Hypothe-
sis that environmental policy induces efficiency gains as firms benefit from innovations or
adoption of more efficient technology. We demonstrate that results are robust to the poten-
tial omission of confounding factors, sample attrition and different choices in estimators and
covariate balancing techniques. Test results also point towards the absence of announcement
effects and spillovers between treated and untreated firms.

This has important implications that can be taken into consideration for future policy
design. Firms can substantially benefit from market based climate policy and increase their
competitiveness. Altering the productivity distribution also entails distributional conse-
quences which, in a Neo-Schumpeterian sense, may be beneficial if inefficient firms are
pushed out of the market. At the same time, if the productivity gap consistently widens

for less advanced firms, this could undermine their ability to compete in international mar-
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kets. However, several studies demonstrate that the EU ETS has induced firms to substan-
tially invest into their European asset bases without showing any signs of relocating to non-
regulated world regions (aus dem Moore et al. 2019; Koch and Basse Mama 2019). If nega-
tive effects for some firms indeed persisted, this could give rise to auxiliary policies aimed
at firms transitioning more smoothly towards low-carbon technologies or enabling them to
more rapidly adopt the benefits generated at the frontier. Hence, in terms of future research
it would be interesting to see how benefits and costs develop in future regulatory phases,
in particular under higher allowance prices. Heterogeneity in firms’ ability to respond to
carbon regulation may be particularly important in the context of a cross-country policy.
Our findings also indicate that environmental policy can exacerbate pre-existing struc-
tural differences in productivity dynamics among European economies. While benefits in
terms of productivity growth are very pronounced in Northern European countries and
broadly shared among a large number of firms, a higher degree of firms is either unrespon-
sive or more prone to negative effects in Southern European countries. This observation is
consistent with previous studies on persistent heterogeneity in the European productivity
distribution (Verschelde et al. 2016). This could underline the case for policies to improve

country-specific institutional conditions under which these firms are operating.
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